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Abstract

A defining feature of digital goods is that replication and degradation
are costless: once a high-quality good is produced, low-quality versions can
be created and distributed at no additional cost. This paper studies quality-
based screening in markets for digital goods. Production costs depend
only on the highest quality supplied, unlike in standard screening models
à la Mussa and Rosen (1978). The monopolist allocation exhibits two
interdependent inefficiencies. First, a productive inefficiency arises: the
monopolist underinvests in the highest quality relative to the efficiency
benchmark. Second, due to a distributional inefficiency, certain buyers
receive degraded versions of the produced good. Competition exacerbates
productive inefficiency, but improves distributional efficiency relative to
monopoly.
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1 Introduction

Quality-based screening is pervasive across markets: sellers routinely offer mul-
tiple versions of the same product at different prices, effectively discriminating
among consumers with different willingness to pay. For example, car dealers dis-
tinguish between models with and without alloy wheels, and software companies
sell premium and basic product versions. The seminal contribution of Mussa and
Rosen (1978) provides a framework that captures this logic. In the model, the
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optimum for the seller involves providing, for every type of consumer, a quality
equating a virtual value of the type with the marginal cost of producing this
quality. The wedge between the type and its virtual value accounts for the rents
that this quality generates for other types.

This “marginal cost equals adjusted marginal utility” condition reveals the
core force in quality screening: the quality of a type is under-provided in order
to reduce the information rents of any higher types. This equality is due to an
important feature of the model: all interdependence across types can be handled
by transforming the revenues generated by each type. Effectively, this procedure
reduces the problem of the seller to a sequence of separate tradeoffs, one for each
type. In particular, there are no cost interdependencies. Importantly, total costs
accumulate by summing a cost for every good sold. We refer to this assumption
as “cost separability.”

This cost separability is not well suited for every industry. The model provides
a compelling description of the car industry, in which the production cost of each
car is sensitive to the particular version that is sold. In the software example,
instead, the developer incurs a cost to create a software, which is then reproduced
and downgraded at negligible cost; to make a low-quality software from a better
one, the seller duplicates a digital good and disables certain features. Hence,
a better approximation of production is that a version is built once, and then
replicated and damaged at zero cost. In this context, there is no primitive cost
that captures the effect of raising quality for a single type. Only the maximum
quality determines total cost. Are the insights of the canonical screening model—
e.g., efficiency for top and distortion for low types—robust to this difference
in production cost? How do these costs interact with information rents? Do
the predictions change if the seller cannot damage goods, or if multiple sellers
compete?

In this paper, we develop a model to analyze screening when production
features the “invest, then damage” costs. We study screening when production
costs depend only on the maximum quality produced, so costs are not separable
across delivered qualities. The seller first chooses a cap quality and then replicates
and damages the chosen-quality good at zero cost. Producing below the cap is
costless. The demand side is standard: there is a continuum of buyers with
one-dimensional private information (type) and increasing-differences utility.

The digital economy offers several examples, because low replication costs
are a key feature of the production of digital goods (Goldfarb and Tucker, 2019).
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Consider a word processing application offered via subscription, such as Microsoft
Word. The developer builds a feature-complete application at a certain cost, and
deploys the application across cloud servers. A basic-tier subscriber receives the
identical codebase as a premium subscriber, but certain functions—collaboration
tools, design templates, or revision history—are deactivated through licensing
flags, without additional development or infrastructure cost. For many products,
the same technology that enables costless replication makes damaging nearly
free. For example, the same computer that can copy a dataset can also delete
observations, the compiler that generates executable code can disable functions,
the servers that store content available for multiple viewers can stream content
at low resolution.

Two benchmarks organize the analysis (Proposition 1). First, a planner that
maximizes total surplus allocates the same undamaged quality to all buyer types.
The efficient allocation is a constant function of the type, because giving the
highest quality of any allocation to all types increases total utility leaving costs
unchanged. Second, the efficient quality equates the marginal cost of production
to the average marginal utility in the population of buyers.

The monopolist allocation features two kinds of inefficiencies (Proposition 2).
The seller chooses a cap qM , and allocates to each type either the cap or a lower,
damaged, quality. We show that a productive inefficiency arises: the monopolist
underinvests in the highest quality. Specifically, qM is lower than the efficient
quality. The productive inefficiency interacts with the distributional inefficiency
that arises from information rents and occurs via damaging.

The characterization of the monopolist allocation uses a decomposition of
the monopolist problem into a family of “separable” problems (Lemma 1). For
a fixed cap q, we define the cap-constrained problem as a canonical zero-cost
virtual-surplus problem subject to the upper bound q on the feasible quality
allocations. The optimal allocation for this auxiliary problem maximizes the
virtual surplus truncated at q. Thus, a region of high types are bunched because
they all receive the cap quality, and every low type receives the damaged version
of the cap that maximizes virtual surplus conditional on her type.

The seller jointly solves the cap-constrained problem and chooses the cap by
equating the marginal production costs with the marginal revenue from relaxing
the cap. The marginal revenue equals the marginal utility of the lowest type that
is bunched, the marginally bunched type, weighted by the mass of the bunching
region. Intuitively, the extra revenue given by a higher cap comes from charging
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a higher price for the good purchased by all bunched types, because the allocation
of low types is unchanged.

The marginally bunched type has a special role: she determines the price
of the top quality increment and splits the market into two regions. Above the
marginally bunched type, there is distributional efficiency because everyone gets
the undamaged quality, but productive inefficiency is active because the top
quality is lower than the efficient quality. Below this type, there is downgrading,
but no additional productive loss relative to a monopolist who replicates and
damages an efficient-quality good.

In certain settings, regulatory or technological constraints make versioning
infeasible. A ban on screening increases the share of buyers receiving an un-
damaged good. The marginal revenues in this case account for both the price
increment and the inframarginal types, similarly to the screening case. The key
difference lies in how the relevant cutoff type is determined. Without screening,
the cutoff type makes the seller indifferent between serving her or not; with screen-
ing, the cutoff type—marginally bunched—makes the seller indifferent between
damaging her quality or not. As a result, the no-screening seller underinvests in
quality with respect to the screening case, so productive inefficiency is strength-
ened (Proposition 5).

We introduce competition in a stylized framework by considering multiple
firms that commit to a cap before a pricing stage. The familiar Bertrand-pricing
force drives the price of the second-highest quality produced to 0, so only one
firm emerges as a monopolist. Effectively, the equilibrium adds a “competitive”
constraint in the problem of the endogenous monopolist, stating that: any quality
feasible for at least one competitor must be offered for free. The emergence of
a monopoly induces a war-of-attrition feature in the production stage, so the
production strategies are mixed in equilibrium. Every equilibrium induces a
greater productive inefficiency and a more prevalent distributional efficiency than
the monopolist allocation (Proposition 6).

Related literature The idea that a seller may want to damage its products
for screening purposes was introduced by Deneckere and McAfee (1996), who
consider a seller paying damaging costs, possibly zero, to create inferior versions
of an available product. We study a monopolist engaged in quality-based screen-
ing (Mussa and Rosen, 1978; Maskin and Riley, 1984; Wilson, 1993), who uses
damaging following the logic of Deneckere and McAfee. The screening models in
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Oren, Smith, and Wilson (1985), Grubb (2009), and Corrao, Flynn, and Sastry
(2023) feature consumers who damage goods through underutilization. The seller
in Hahn (2006) and Inderst (2008) offers damaged goods over time to mitigate
the Coasean commitment problem. Our model introduces a production cost that
depends only on the highest quality supplied. The cost structure is not sepa-
rable in the sense that the total cost cannot be expressed as the sum of costs
incurred by interacting separately with every type, contrary to the cited work.1

This model captures a distinctive property of digital goods.2

Information goods are freely replicable (Bergemann and Ottaviani, 2021) and
can be versioned cheaply (Shapiro and Varian, 1998). In the typical approach
to modeling information markets, a seller replicates and garbles Blackwell ex-
periments at zero cost, but information goods exhibit other important proper-
ties, such as non-excludability (Admati and Pfleiderer, 1986), payoff externalities
(Ichihashi, 2021; Bonatti, Dahleh, Horel, and Nouripour, 2024; Rodríguez Oliv-
era, 2024), and multi-dimensionality (Bergemann, Bonatti, and Smolin, 2018, in
contrast with pure vertical differentiation.) Our model complements the litera-
ture by considering the production stage and identifying a source of monopoly
inefficiency—the productive inefficiency and its interaction with the distributive
properties of the monopolist allocation—although abstracting from other proper-
ties of information. The literature on excludable public goods studies goods that
are freely replicable and excludable through a price system (e.g., Moulin, 1994.)

Our costs can be viewed as generating a production externality, because the
cost of allocating a quality to a type depends on the quality allocated to other
types. The literature on screening with externalities considers the demand ex-
ternalities that arise if the allocation of a buyer affects the utility that can be
extracted from other buyers (Segal, 1999; Jehiel, Moldovanu, and Stacchetti,
1999; Segal and Whinston, 2003). Recently, Halac, Lipnowski, and Rappaport
(2024) study the profit guarantee with network goods.

1A kind of nonseparability arises with inventory costs, in which any distribution covered
by the inventory has zero costs and other distributions are infeasible (Loertscher and Muir,
2022; Bergemann, Heumann, and Morris, 2025b). Our costs are sensitive to the highest quality
supplied, and so are not of the inventory type; however, the distribution stage of the monopolist
problem can be interpreted as featuring inventory cost (Lemma 1). Capacity costs can be
interpreted as not separable across consumers. For instance, the capacity cost in Boiteux
(1960) is not separable across time, in a model without information asymmetries, and the
monopoly airline in Gale and Holmes (1993) pays capacity costs, over-investing compared to
the efficient level.

2Research on digital economics spans from the study of platforms (Rochet and Tirole, 2003)
to the pricing of cloud computing and language models (Bergemann, Bonatti, and Smolin,
2025a; Bergemann and Deb, 2025).
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In the single-agent interpretation of the model, replication is irrelevant, and
our cost structure represents a seller who produces before eliciting the type of
the buyer and damaging the produced good. Hence, the comparison with the
workhorse screening model identifies the role of the timing of production, because
the seller produces after eliciting the type in Mussa and Rosen (1978).

The game with which we introduce competition has a natural timing given
the two-stage interpretation of our monopolist problem. The two-stage game
resembles the price-and-quantity competition of Kreps and Scheinkman (1983),
in which every firm commits to a capacity before competing in prices, given
a rationing rule and absent buyer private information. In our model, buyers
have single-unit demand and private information, so the nature of competition
is starkly different. We discuss alternative models of competition in Section 4.2.

Outline The main model and results are in Section 2. Section 3 offers inter-
pretations and applications; in Section 4 we introduce a no-screening constraint
and competition. The Appendix contains a more general setup and all proofs.

2 Model and results

2.1 Model

A seller (she) faces a unit mass of buyers. Each buyer (he) has a type θ that is
distributed according to the distribution function F ; F is twice differentiable, has
support Θ := [0, 1], and has increasing virtual value ϕ : θ 7→ θ− (1−F (θ))/F ′(θ).
The payoff of type θ from quality q ∈ Q := R+ and transfer t ∈ R is u(q, θ)− t,
in which the utility from quality is u(q, θ) = g(q) + θq, for a twice-differentiable,
increasing, and strictly concave g : R → R with g(0) = 0. An allocation is a
measurable q : Θ → Q, and the cost of producing and distributing according to
q is c(supθ∈Θ q(θ)), for an increasing, strictly convex, and differentiable c : R→
R+; we denote supθ∈Θ q(θ) by sup q. We assume that g and c satisfy the Inada
conditions limq→∞ g

′(q) = c′(0) = 0 and limq→∞ c
′(q) = g′(0) =∞.

2.2 Efficiency

An allocation q is efficient if it maximizes total welfare, that is, q maximizes∫
Θ
u(q(θ), θ) dF (θ)− c(sup q).
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c′(q?)

q?

q

(c′)−1 (U ′)−1

(a) The quality q? equates marginal
production cost to average marginal
utility. The marginal social value of
quality is U ′ : q 7→ g′(q) + E{θ}.

c′(q?)

q?

θ

q

q?)−1

(b) The efficient allocation q? gives qual-
ity q? to every type.

Figure 1: Panel (a) illustrates the efficient quality q?; Panel (b) illustrates the
efficient allocation. For these graphs and the following ones, θ is uniformly dis-
tributed, c(q) = 1

2
q2, and g(q) =

√
q, unless specified otherwise.

Proposition 1. Let q? be the quality q solving g′(q) +
∫

Θ
θ dF (θ) = c′(q). The

efficient allocation is given by q?(θ) = q? for all θ.

The efficiency benchmark in markets for digital goods is characterized by two
features. First, the allocation is constant, which follows from the fact that any
non-constant allocation can be improved upon by giving the maximum quality
of the allocation to every type. Total costs are unchanged, and total utility
increases. This feature is a departure from traditional markets in which the
efficient allocation is increasing. Second, the quality q? is characterized by equat-
ing the marginal cost of production with its marginal social value: the average
marginal utility in the population. Figure 1 illustrates the efficient allocation. We
benchmark the monopolist allocation both against the efficient quality q? and the
property that no type receives a damaged good under the efficient allocation.

Remark 1. If the seller observes the type of the buyers, then she can charge
price u(q?, θ) for quality q? to every type θ. In this way, the seller implements
the efficient allocation and extracts all the surplus. In the rest of the paper, we
assume that the type of a buyer is her private information.

8



2.3 The monopolist allocation

The seller maximizes profits by choice of a direct mechanism: a pair of an allo-
cation q and a transfer function t : Θ→ R. The seller’s problem PM is

sup
q, t

∫
Θ

t(θ) dF (θ)− c(sup q) subject to:

u(q(θ), θ)− t(θ) ≥ u(q(θ′), θ)− t(θ′) and u(q(θ), θ) ≥ 0, for all (θ, θ′) ∈ Θ2.

The allocation in a solution to PM determines the associated transfers by stan-
dard arguments, so we identify the solution to the monopolist problem with
its allocation, denoted by qM . The characterization of qM does not follow di-
rectly from known arguments because we cannot rely on “pointwise” analysis.
We address this non-separability by transforming PM into a family of separable
problems, (P(q))q≥0, whose values can be weighted by their associated costs and
compared across problems.

Lemma 1. For quality q, let the q-constrained problem P(q) be

V (q) = sup
q

∫
Θ

g(q(θ)) + ϕ(θ)q(θ) dF (θ) subject to:

q is nondecreasing, q(θ) ≤ q, for all θ ∈ Θ.

The allocation q solves PM if and only if: q solves P(qM), where qM solves
maxq̂ V (q̂)− c(q̂).

The value of the q-constrained problem is the maximal revenue that a mo-
nopolist obtains by damaging and replicating a quality-q good at no cost. The
characterization of V (q) uses the standard approach of replacing the incentive
constraints with a monotonicity constraint and obtaining the virtual surplus in
the objective. Hence, the “pointwise” problem P(q) can be solved using tradi-
tional techniques. The cost of doing so is that we need to solve a collection
of constrained problems, and compare their values with the quality acquisition
costs, which requires to characterize the returns from relaxing the upper-bound
constraint.

Lemma 1 is important for two reasons. First, the decomposition uncovers a
timing in the monopoly provision of digital goods: the seller produces a single
good of some quality q, and, then, she damages and replicates the quality-q
good at no extra costs. Second, since every P(q) is a separable problem and the
acquisition step reduces to a unidimensional maximization, Lemma 1 provides
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b(q) ϕ−1(0)

β(0)

q

∞

θ

β q

(a) If q > β(0), then the marginally
bunched type is interior; i.e., b(q) ∈
(0, 1). Every type θ > b(q) receives q,
and type θ < b(q) receives a damaged
quality.

ϕ−1(0)

q

∞

θ

β q

(b) If q ≤ β(0), then full bunch-
ing occurs: all types receive q. The
marginally bunched type is b(q) = 0.

Figure 2: The solution q to P(q) caps the virtual-surplus maximizer β at q.
Panel (a) illustrates the solution for q > β(0); Panel (b) illustrates the solution
for q ≤ β(0).

a fundamental simplification of the monopolist problem. To characterize the
monopolist allocation, we define the maximizer of the virtual surplus of a zero-
cost monopolist, β, and its right-continuous inverse b (Figure 2).

Definition 1. The virtual-surplus maximizer is β : θ 7→ arg maxq g(q) + ϕ(θ)q,
with β(θ) = ∞ if ϕ(θ) ≥ 0; the generalized inverse of the virtual-surplus maxi-
mizer is: b : q 7→ inf{θ | β(θ) ≥ q}.

The relationship between the allocation β and b is governed by

g′(q) + ϕ(θ) = 0. (1)

Specifically, b(q) is the type θ solving the above equation, if g′(q) ≤ −ϕ(0); and
β(θ) is the quality q solving the above equation, if ϕ(θ) < 0. These objects are
derived solely from the preference primitives and fully characterize the monopolist
allocation via the decomposition in Lemma 1.

Proposition 2. Let qM be the quality q solving (1− F (b(q)))(b(q) + g′(q)) =

c′(q). The monopolist allocation is given by qM(θ) = min{β(θ), qM} for all θ.
Moreover, it holds that qM < q?.

Here is the intuition for the result. The solution to the q-constrained problem
is determined by capping the virtual-surplus maximizer at the quality q. This
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c′(qM) c′(q?)

qM

q?

q

(c′)−1 (U ′)−1 (V ′)−1

(a) The monopolist cap qM equates
marginal revenues and marginal costs.
For all q, the marginal revenue at q is
lower than the marginal social value of
q, so it holds that qM < q?.

b(qM) ϕ−1(0) 1

β(0)

qM

q?

∞

θ

β qM q?

(b) The monopolist allocation qM caps
the virtual-surplus maximizer at the cap
qM . Type θ ≥ b(qM ) receives an undam-
aged good of quality lower than q?; type
θ < b(qM ) receives a damaged good of
the same quality as under the solution to
P(q?).

Figure 3: Panel (a) illustrates the monopolist quality qM ; Panel (b) illustrates
the monopolist allocation.

operation implies that qM takes the form of θ 7→ min{β(θ), qM} for a cap qM

that trades off the revenues V (qM) with the acquisition cost c(qM), i.e., the value
of P(qM) with the cost of a relaxation of the associated upper-bound constraint
(Figure 3). The rest of Proposition 2 follows from the characterization of the
marginal value V ′ from a quality investment that we describe in what follows.

The function β has three properties: first, β(0) > 0; second, β is increasing
on [0, ϕ−1(0)); third, β(θ) =∞ if θ ≥ ϕ−1(0) (Figure 2.) These properties lead to
the following features of the monopolist allocation. First, the monopolist engages
in full bunching if the highest quality qM is below β(0), due to the capping
structure of the solution to P(q). Instead, low types get a damaged version of
the quality-qM good whenever qM > β(0). In general, the monopolist allocates
a damaged quality to types lower than b(qM), and “bunches” types above b(qM),
so we refer to type b(qM) as the marginally bunched type.

The key to understand the expression for V ′(q) is the observation that, follow-
ing an increment in the cap q, the seller makes the same revenues from selling all
qualities below q. The reason is that qualities below q are allocated to the same
types and at the same price. The fact that low qualities go to the same types
follows from the solution θ 7→ min{(θ), q} to P(q): if the cap is not binding, an
increase in the cap is immaterial. Low qualities sell at the same price because
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rents accumulate from below by incentive compatibility: if the allocation of types
below θ does not change, then the transfer t(θ) does not change. Hence, the extra
revenues come from serving types in the bunching region: the increment in q is
distributed undamaged to all types above b(q), and with an extra price equal to
the marginal utility of type b(q). Therefore, marginal revenues are

V ′(q) = (1− F (b(q)))(g′(q) + b(q)), (2)

in which the marginal utility of b(q) is weighted by the mass of the bunching re-
gion. The function b is crucial. First, b determines production because it shapes
the marginal revenues in Equation 2. Second, b impacts the distribution because,
effectively, the monopolist allocation qM is defined by the cap qM and two distri-
butional conditions: every quality q below the cap qM goes to its “natural” type
b(q), and the cap goes to all types above b(qM).

For the “moreover” part, we argue that the marginal revenues at q are lower
than the average marginal utility from quality q. By Markov’s inequality, we
have b(q)(1−F (b(q))) < E{θ}, so we conclude that V ′(q) < g′(q) +E{θ}. Hence
marginal revenues are uniformly below the marginal social value of a quality
investment, i.e., V ′ crosses the marginal cost below q?.

Proposition 2 uses the fact that V is concave and differentiable (Proposition
A.2). Under regularity, full bunching does not preclude differentiability of V ,
because V ′ is continuously pasted at β(0). The revenue function V is not differ-
entiable if F is not regular. Intuitively, suppose that types in (θ′, θ′′) are bunched
“at” q > 0 by a monopolist who solves P(q) for q > q, and the monopolist alloca-
tion is increasing for all other types. In this case, the extra revenues of adding ε >
0 to q come from bunching at the top only types that strictly exceed θ′′, whereas
the revenues lost from degrading q by ε come from including types lower than θ′

in the bunching region. We conclude that limε→0+ V
′(q − ε)− V ′(q + ε) > 0. In

the Appendix, we characterize the monopolist allocatin without regularity. The
shape of the solution to P(q) and the fact that qM < q? hold with more general
F and increasing-differences u, see Proposition A.2 and B.1, respectively.

Remark 2. Let’s argue that the type b(q) maximizes θ 7→ (1 − F (θ))(θ + g′(q)).
The q-constrained problem can be equivalently stated as a choice of a tariff
T : [0, q] → R determining the price of every quality (Guesnerie and Laffont,
1984). The tariff T is optimal only if the price increment at q, T ′(q), solves
maxp pPr({θ : uq(q, θ) ≥ p}), by known arguments under regularity conditions
(Wilson, 1993). Intuitively, every quality increment is priced as if it constitutes a
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separate market. From the optimal tariff corresponding to the solution (q, t) to
P(q)—i.e., the mapping T : q 7→ t(b(q))—we compute the price increment at q,
that is T ′(q) = g′(q) + b(q). Heuristically, if type θ purchases an interior quality,
then the first-order condition holds for the given tariff. Hence, the price incre-
ment g′(q) + b(q) solves maxp p(1− F (p− g′(q))). Equivalently, type b(q) solves
maxθ(1− F (θ))(θ + g′(q)).

Inefficiencies For high types, distributional efficiency holds, because all types
above b(qM) are allocated an undamaged quality. However, productive efficiency
does not hold, because the undamaged quality qM is lower than q?. Under sep-
arable costs, the top type does not impose information rents to other types, so
his quality is efficient because his information rent is traded-off with the cost of
producing only his quality. For digital goods, instead, the monopolist accounts
for the productive externality that the top-type quality has for the quality of
the other types. Hence, the highest quality determines the information rents of
types in the bunching region. As a result, the standard “efficiency at the top”
observation is weakened to distributional efficiency. Moreover, the distributional
efficiency is more “prevalent” than with separable costs, in which case efficiency
holds only for the top type, because all types above b(qM) receive the undamaged
quality.

The types who are subject to the two inefficiencies can be read off the graph in
Figure 3. The marginally bunched type partitions the type space into two regions.
Each region is associated with an auxiliary economy in which one inefficiency is
shut down: (i) the seller produces qM and distributes qM to everyone, and (ii)
the seller produces q? and distributes damaged qualities to maximize revenues,
i.e., as in the solution to P(q?). Types below b(qM) receive a damaged good, so
they are subject to distributional inefficiency. Nonetheless, they are unaffected
by productive inefficiency, because they receive the same quality by a monopolist
producing the efficient quality as under qM . No type above b(qM) is subject to
distributional inefficiency, because he receives an undamaged good; however, he
is subject to productive inefficiency, because he receives a quality exceeding qM

by a seller that produces efficiently.

Remark 3. With linear utility, i.e., u(q, θ) = θq, the marginally bunched type is
b(q) = ϕ−1(0); and we have: β(θ) = 0 for all θ < ϕ−1(0) (Figure 4). Damaging
takes the trivial form of excluding low types, because qM(θ) = qM if θ > ϕ−1(0),
and qM(θ) = 0 if θ < ϕ−1(0).
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ϕ−1(0) 1

qM

∞

θ

β qM

Figure 4: With linear utility, the problem P(q) is solved by excluding types lower
than the zero of the virtual value ϕ, and allocating q to higher types.

2.4 Discussion of the model primitives

In markets with our cost structure, richness of versions is driven by preferences
alone. In particular, the monopolist allocation with linear preferences (Remark 3)
can be implemented by offering a single quality at a posted price. The reason is
that the curvature of the cost function does not directly impact the distributive
properties of the monopolist allocation (Lemma 1), and only determines the
highest quality. Hence, the rich variety of versions observed in markets for digital
goods (Bergemann and Bonatti, 2019) should be attributed to extra curvature
in the utility from quality than that allowed by linear preferences.

The type-independent utility shifter given by g is a parsimonious addition to
the multiplicative preferences in Mussa and Rosen (1978) that permits our screen-
ing model to be applicable to digital markets. The reason is that the seller finds
it more profitable to discriminate across types as we climb the quality ladder, for
reasons that are not related to costs: the ratio of the marginal utility of type θ
to the marginal utility of a lower type θ′ is increasing in quality, i.e., g′(q)+θ

g′(q)+θ′
in-

creases in q. This pattern aligns with the way digital goods are employed in basic
and advanced tasks, whenever buyers are more heterogeneous in advanced tasks
than basic ones. In this interpretation, the heterogeneity in relative marginal
utilities vanishes around 0 because quality increments in a neighborhood of 0

are “infinitely” valuable for the accomplishment of the basic task. Instead, the
heterogeneity becomes more pronounced as q grows, because quality increments
are used almost exclusively in the accomplishment of the professional task.

Remark 4. In a model of separable screening, the curvature of the cost function
directly affects the shape of the monopolist allocation. Under linear preferences,
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the optimality of a single-quality menu arises only if costs are linear. Sandmann
(2025), and related literature, provides sufficient conditions and intuition for the
optimality of single-quality menus in general setups with separable costs.

Comparative statics We study how the monopolist allocation responds to
changes in production costs and utility curvature introducing the parameter κ =

(κc, κg) that enters the model via cκ(q) := κcc(q) and uκ(q, θ) := κgg(q) + θq.
The value of κc shifts the marginal costs of production, whereas κg shifts the
importance of the common curvature of the utility function. Hence, an increase
in κg reduces the importance of preference heterogeneity. By Proposition 2,
the monopolist allocation is determined as follows. First, we define bκg : Q →
Θ such that κgg′(q) + ϕ(bκg(q)) = 0 for all q ∈ Q and bκg(q) = 0 if κgg′(q) ≤
−ϕ(0), with right-continuous inverse βκg . The monopolist allocation qMκ is de-
fined the following conditions,

qMκ ∈ Q is such that κcc′(qMκ ) = (1− F (bκg(q
M
κ )))(κgg

′(qMκ ) + bκg(q
M
κ )),

for all θ, qMκ (θ) = min{βκg(θ), qMκ }.

As κc increases, the acquired quality decreases and the function bκg does not
change. Hence, the allocation of all but the low types is pushed downwards, and
the bunching region expands: bκg(qMκ ) is decreasing in κc.

An increase in κg affects the allocation both through the distribution, shift-
ing the virtual-surplus maximizer upwards, and the acquisition condition, via
marginal revenues. The acquisition effect has a direct channel—the marginal util-
ity is parametrized by κg—and an indirect channel—the function bκg depends on
κg and determines the marginal revenue. Overall, the monopolist cap increases
and the bunching region expands as κg grows.

Proposition 3. The cap qMκ is decreasing in κc and nondecreasing in κg. More-
over, bκg is nonincreasing in κg pointwise; bκg(qMκ ) is nonincreasing in κg, de-
creasing if interior, and there exists κg such that bκg(qMκ ) = 0 for all κg > κg.

The economically relevant case of non-degenerate screening is due to inter-
mediate curvature in the utility form quality: preferences reduce to the linear
benchmark if κg = 0, and screening collapses to a pooling contract as κg grows.
Therefore, rich contracts in digital monopolies require some, but not overwhelm-
ing, curvature in utility.
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The comparative statics implies that full bunching is optimal in two cases: a
large κg and a large κc. Intuitively, the optimality of full bunching is related to
the relative importance of the common curvature in the utility and the strength
of the type heterogeneity. First, as κg increases, the common curvature becomes
mechanically more important because κgg′(q) increases, and full bunching is more
profitable. Due to this channel, full bunching arises with a high monopolist cap
because qMκ is increasing in κg. Second, as κc increases, the highest quality
qMκ decreases. Hence, the term κgg

′(q) increases endogenously via the range of
qualities that are allocated by the monopolist as κc grows. Due to this channel,
full bunching arises with a low cap.

The model differs sharply from separable screening in its sensitivity to the
type distribution. Because all bunched types receive the cap, a change in the
density of high types does not affect the distributive properties of the monopolist
allocation. Hence, any distributions F and G that coincide below the threshold
given by the marginally bunched type corresponding to F induce the same mo-
nopolist allocation. If, in addition, the distributions have the same mean, then
the efficient allocation is the same.

The comparative statics clarifies the roles of primitives. Costs determine the
reach of acquisition via the cap, whereas the curvature of the utility term g shapes
both the acquisition and the distribution stages. Distributional perturbations
matter via the assignment of quality—below the bunching region and through
the mass at the cap—rendering a class of shape changes above some threshold
irrelevant for allocation and welfare. These observations stand in contrast to the
case of separable-cost screening (Section 3.2).

Remark 5. The main results (Proposition 1, 2, 5, and 6) hold with more general
utility functions, as shown in the Appendix. In our comparative statics (Propo-
sition 3), we leverage the simplicity of intuitions arising by expressing type-θ
rents as

∫
[0,θ]
q(s) ds. The multi-principal model of Chade and Swinkels (2021)

also leverages this tractability. The current u captures more general preferences,
given by the gross utility function q 7→ g1(q)+θg2(q) for some invertible g2 ∈ RQ

and a concave transformation g1 ∈ RQ of g2, because quality does not admit a
natural metric.
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3 Interpretation

In this section, we discuss our model within the leading interpretation of the
digital goods industry, and offer an alternative interpretation. First, we explain
that the costs given by c are effectively calibrated to population size in the
leading interpretation, consistently with digital markets. Then, we provide an
interpretation for the same formulation of the problem of the seller, in which
costs and revenues are expressed in the same units. Under this interpretation,
the seller faces a single buyer and produces before eliciting the type of the buyer;
we compare the monopolist allocation with the one in Mussa and Rosen (1978,
MR) under this second interpretation.

3.1 Digital goods

A cost mismatch arises under the free-damaging and free-replication scenario of
the digital-good motivation. Recall the maximand in the monopolist problem,∫

Θ
t(θ) dF (θ)− c(sup q). The production cost has the same order of magnitude

as the revenue term, and is infinitely larger than the surplus generated by a sin-
gle buyer. We view this feature as capturing the correct economics for digital
goods: the seller chooses how far up the quality ladder to climb, pays the devel-
opment cost, and can then serve any number of buyers with any lower quality
by throttling, feature-gating, or binning. For example, consider a game released
in two editions: an all-inclusive “Deluxe” edition, and a basic edition with fewer
features. The game studio only needs to build the Deluxe edition, whereas the
basic one is created by removing maps, characters, or game modes. Producing
the Deluxe edition is costly, whereas producing the basic edition simply involves
withholding “pieces” of the existing game, rather than building a separate game,
and costs almost nothing. The game studio pays the cost of development once,
and can then freely replicate and degrade the Deluxe game for any number of
players.

This interpretation leads to Lemma 1: the distribution stage amounts to a
pure price discrimination problem on a fixed ladder, and occurs after production
has taken place. A key feature of the interpretation is that the development
cost is parametrized relative to the population size. Specifically, suppose that we
perturb the mass of consumers α, away from its unit-mass benchmark in Section
2. The perturbation impacts profits only through the revenue term, contrary to
a model à la MR in which α is a profit shifter: both revenues and costs are scaled
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by α in MR. Hence, an increase in α changes the weights of the two addenda
in the objective of the seller. However, the comparative statics in Proposition 3
applies, because an increase in α is equivalent to a decrease in development costs;
i.e., a decrease in κc with the notation of Proposition 3. Under this interpretation,
a seller that faces a single buyer does not find it optimal to produce: as α → 0

the revenue following any investment vanishes.
The role of the production cost is to select the highest quality. On a mechan-

ical level, this selection induces a quality under-provision that interacts with the
familiar screening distortions in the distribution stage. The acquisition margin
delivers an economic insight that is absent under the “interim” perspective that
assumes an exogenous top version and studies the distribution stage under free
replication and damaging.

Because we work with a “global” development cost rather than a per-unit cost,
the direct comparison with standard screening in this multi-agent interpretation
is artificial. We compare our results with the conclusion of a model à la MR
under an alternative interpretation in Section 3.2.

3.2 Single agent

In this section, we interpret costs as expressed in the same units as the utility of
a single buyer—recall that costs are expressed in per-agent units in the leading
interpretation of the model in Section 3.1. This interpretation works as follows:
there is a single buyer, and quality cannot be produced after the type is elicited,
in contrast with the single-agent interpretation of MR. When the buyer enters
the store, the seller has already produced a version of the good, and screening
only occurs through offering damaged versions of the available good.3 With this
interpretation, the comparison of the allocation qM with the monopolist allo-
cation under separable costs does not feature the size mismatch mentioned in
Section 3.1. The comparison speaks to the effects of the timing of production.

If costs are separable, then the seller maximizes
∫

Θ
t(θ)− c(q(θ)) dF (θ). The

pointwise maximization of virtual surplus yields the optimal allocation, which
is qMS : θ 7→ max{(c′ − g′)−1(ϕ(θ)), 0}. Cost separability provides an accurate

3Replication is irrelevant with a single buyer, and there is no use of damaging if production
occurs after the type elicitation. With a single buyer, it is the interaction of free damaging
and pre-production that creates a non-trivial model: adding free damaging but keeping the
MR timing does not change the MR solution because there is no need to over produce; if seller
has to pre-produce and cannot damage, then she offers a single quality, solving the problem
analyzed in Section 4.1.
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(a) For this graph: c(q) = 1
2q

2, so that
b(qM ) > 0.

(b) For this graph: c(q) = 2q2, so that
b(qM ) = 0.

Figure 5: Panel (a) compares the monopolist allocation with qMS if the monop-
olist does not engage in full bunching, so b(qM) > 0; Panel (b) compares the
monopolist allocation with qMS if the monopolist optimally offers a pooling con-
tract, so b(qM) = 0. The two figures have different allocations only because of
different cost functions, see Proposition 3.

description of the production process of several industries. However, it is natural
to observe a separation between the production and the elicitation stage. For
example, in the car industry, dealers do not impact the production process, and,
effectively only offer multiple versions that are assembled through add-ons; e.g.,
sound system, paint finishes, leather seats. In this case, the production costs are
such that a baseline “top version” is made available by the manufacturer, and
screening occurs via damaging. Hence, the comparison between qM and qMS is
attributed to the difference between screening after or before production.

Under the current interpretation, the natural efficiency benchmark equates,
for every type, the marginal utility to the marginal cost of production—i.e. qE : θ 7→
max{(c′−g′)−1(θ), 0}.4 Figure 3.2 guides the comparison among the different allo-
cations. By incentive compatibility, both monopolist allocations are nondecreas-
ing and pointwise below the efficient allocation qE. If there is no full bunching,
the two allocations cross; in particular qM is higher for low types, and lower
for high types, than qMS. For types that are not bunched, the nonseparable
allocation qM is set to equate the marginal virtual surplus to zero, whereas the
cost-separable monopolist equates the marginal virtual surplus to the marginal
cost. Importantly, the cost separable monopolist serves efficiently the top type,
whereas the non-separable one underprovides quality to the top type; i.e., it holds

4Still, the allocation q? characterized in Proposition 1 corresponds to the constrained effi-
ciency benchmark where also the planner produces prior to knowing the type of the buyer.
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Figure 6: The left panel shows the profit of the seller given the monopolist
allocation qM and given the MR allocation with separable costs qMS. We use
πMS(θ) := π(qMS(θ), θ) and πM(θ) := π(qM(θ), θ)+c(qM(θ))−c(qM). The seller
is better off under separability. The right panel shows the consumer surplus given
qM and qMS, using uMS(θ) =

∫
[0,θ]
qMS(s) ds and uM(θ) =

∫
[0,θ]
qM(s) ds for the

information rent of type θ. The ranking of consumer surplus is ambiguous.

that qMS(1) = qE(1) > q? > qM = qM(1). These comparisons are established in
the following result.

Proposition 4. The allocations qM and qE are such that: (i) if b(qM) > 0,
then qM < qE pointwise; (ii) if b(qM) = 0, then qM = qE(0). Moreover, the
allocations qM and qMS are such that: (i) qM < qMS(1); (ii) if θ < b(qM), then:
qM(θ) > qMS(θ).

The seller is worse off by producing before the elicitation stage. Defining
the ex-post profits from quality q as π(q, θ) = g(q) + ϕ(θ)q − c(q), we note
that qMS(θ) maximizes π(·, θ), whereas the separable monopolist makes profits
π(qM(θ), θ) + c(qM(θ))− c(qM). The expression for the profits in the separable
case subtracts the nonnegative quantity c(qM)− c(qM(θ)) to π(qM(θ), θ), which,
in turn, is below the ex-post profits in the separable case, π(qMS(θ), θ) (see Figure
3.2). Put differently, the seller is harmed for two reasons: she cannot optimize
typewise, and she overpays for low types. The profits are uniformly higher in the
separable case, with equality at the type such that the two allocations cross.

The implications of nonseparability for consumer surplus are more delicate.
The fact that the allocations cross suggests that the ranking of consumer surplus
is ambiguous. Low types receive higher rents under qM than with separable costs,
because of the quality ranking (Proposition 4). Instead, higher types can receive
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lower rents under nonseparability. With a uniform type distribution, quadratic
costs, and g(q) = κg

√
q, as in Section 2.4, the ranking of consumer surplus is

determined by κg. Specifically, denoting the consumer surplus of allocation q
by S(q) :=

∫
Θ
q(θ)(1 − F (θ)) dθ, the difference S(qM) − S(qMS) is negative at

κg = 0, increases with κg, and is positive for high values of κg. The intuition for
this ranking builds upon Section 2.4. If u(q, θ) is approximately linear in q, then
our monopolist excludes low types, as in Figure 4, whereas qMS is increasing,
due to the curvature of c. This difference explains why the consumer surplus
in MR is higher than under nonseparable costs in the case of linear preferences.
As κg grows, the bunching region expands by Proposition 3, and the ranking
reverses. Interestingly, our full-bunching monopolist exhibits efficiency at the
bottom: qE(0) = qM . The reason is that the price increase “at” the quality qM

is equal to the marginal utility of the lowest type (see Remark 2), which is also
the way in which the quality qE(0) is determined.

4 Extensions

4.1 Non-discriminating monopolist

In certain settings, technological or regulatory constraints make it infeasible for
the seller to degrade the good. If the monopolist allocation induces full bunching,
then a no-damaging constraint—i.e., q(Θ) ⊆ {0, q} for some q ∈ Q—is irrelevant
for the monopolist problem.

To characterize the allocation qMN of a non-discriminating monopolist, fix
a produced quality q. The monopolist effectively chooses a type bN(q) such
that: lower types are excluded and higher types buy quality q. The implied
price of the quality-q good makes type bN(q) indifferent between buying and the
outside option. The resulting revenues are VN(q) = maxθ(1 − F (θ))(g(q) + θq).
The resulting marginal revenues account both for the price increment and the
inframarginal types, because, by the envelope theorem, we have V ′N(q) = (1 −
F (bN(q)))(g′(q) + bN(q)).

The structure of the marginal value of relaxing the q-constraint for the non-
discriminating seller is the same as for the screening seller. The key difference lies
in how the relevant cutoff type is determined. Without screening, the cutoff type
makes the monopolist indifferent between serving and excluding him; i.e., bN(q)

is the type θ solving g(q) + ϕ(θ)q = 0. With screening, the cutoff type makes
the monopolist indifferent between damaging his quality or not; i.e., b(q) is the
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bN(qMN ) ϕ−1(0) 1

β(0)

qMN
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b(qM)

θ

β qM qMN

(a) Without damaging, the monopolist
sells an undamaged quality (qMN ) to more
types than with damaging, excludes low
types, and strengthens productive ineffi-
ciency.

b(y) b(x)

β(0)

y

x

qM

b(qM)

θ

β qM qC [x, y]

(b) In a subgame with highest and
second-highest qualities x and y,
resp., every type θ purchases quality
qC [x, y](θ).

Figure 7: Panel (a) illustrates the monopolist allocation qMN under a no-damaging
constraint; Panel (b) illustrates the allocation qC [x, y] that prevails in a subgame
in which the highest and second-highest quality are, resp., x and y.

type θ solving g′(q) + ϕ(θ) = 0. The screening ban mechanically shuts down
damaging, so intuitively the monopolist sells the undamaged good to a larger set
of types than under screening, for fixed cap q.5

Figure 7a illustrates the optimal allocation. Here is the intuition why the
monopolist supplies a lower top quality than under screening. The marginally
bunched type b(q) is the type θ that maximizes the marginal utility uq(q, θ)

weighted by the mass of types above θ, by Remark 2. However, the marginal
revenues of the non-discriminating seller account for the fact that q is sold to
non-excluded types at a price that increases with the marginal utility of cutoff
type bN(q). Hence, productive inefficiency gets stronger with the addition of
the no-damaging constraint: V ′(q) − V ′N(q) ≥ 0 for all q, with strict inequality
whenever the screening seller does not engage in full bunching. Therefore, the
highest quality without screening, qMN , is lower than qM . By the conclusion of
the preceding paragraph, distributional efficiency is more prevalent than with
screening. In particular, the strengthening of productive inefficiency implies that
a larger region of types gets the undamaged good, i.e., bN(qMN ) ≤ b(qM).

Proposition 5. If b(qM) > 0, then it holds that qMN < qM and bN(qMN ) < b(qM).

5In particular, we have g(q)
q > g′(q), for all q > 0, by strict concavity of g; hence, we have

bN (q) ≤ b(q), with strict inequality if b(q) is interior, for all q > 0.
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The ban may induce exclusion, which does not occur under screening, and
makes low types worse off. In particular, the ban makes types in [0, bN(qMN )]

worse off because these types are excluded under qMN . Instead, the ban makes
low types better off whenever the non-discriminating monopolist does not exclude
the bottom type. In particular, the ban makes types in [0, b(qMN )] better off if
bN(qMN ) = 0, because qMN allocates qMN to all types lower than b(qMN ) and qMN >

qM(θ) for θ < b(qMN ).

4.2 Competition

In this section, we extend our analysis to a competitive setting. We show that a
competitive market yields a stochastic allocation that “shrinks” the monopolist
one: the lowest quality is higher, and is offered for free, more types receive an
undamaged good, but at the same time the highest quality is lower. The reduc-
tion of the damaging inefficiency and the increase of the productive inefficiency
have an ambiguous effects, which boils down to the shape of the cost function.

Description of the game We study a two-stage game of perfect information
among countably many replicas, indexed by i ∈ {1, 2, . . . }, of the seller in Section
2. In the first stage of the game, every firm i simultaneously chooses an invest-
ment strategy—potentially mixed, so firm i chooses a distribution over Q—and
pays the production cost of the realized quality qi.6 Then, the profile of realized
investments becomes public information among firms. In the second stage, firms
compete à la Bertrand: every firm i simultaneously chooses a pricing function
pi over the qualities that are feasible; i.e., in [0, qi]. Finally, every buyer treats
the firms as supplying homogeneous goods, and observes the pricing functions;
effectively the buyers face the tariff given by the lower envelope of the pricing
functions, q 7→ mini pi(q). Every buyer maximizes his payoff purchasing a feasi-
ble quality q from a firm i or buying nothing for the outside option of 0 payoff.
The revenues of firm i derive from the demand for the qualities it offers at the
lowest price, and costs are sunk at the second stage. We study the subgame-
perfect equilibria of this two-stage game of complete information, in which firms
choose a distribution of their investment and a pricing function conditional on
the realized investments.

6The definition of the game and the technical details are in the Appendix.

23



Results We can study competition as a constrained monopolist problem, due
to the structure of the game. Consider the subgame starting at a cap profile
with first- and second-highest qualities given by x and y, respectively. Bertrand
competition drives to zero the revenues from qualities in [0, y]. Hence, only one
firm earns positive revenues: the firm i∗ that produces x and sells qualities in
the spectrum [y, x] over which it holds market power. We establish that the
ensuing allocation qC [x, y] admits an intuitive characterization: it is obtained by
“slicing” the virtual-surplus maximizer both from above at x and from below at
y, yielding qC [x, y] : θ 7→ max{min{β(θ), x}, y}. The quality y is provided for
free to all types below b(y).7 Qualities above y, instead, are available exclusively
from the “interim” monopolist, the only firm earning positive revenues, given by
V (x)− V (y).

As an implication, the investment game reduces to an all-pay contest in which
the second-highest bid takes away part of the gains from winning. From the point
of view of firm i, the investment of competitors acts as a fixed cost in its produc-
tion problem “at” the highest quality of the opponents—equal to V (maxj 6=i qj).
Only by “winning” does firm i earn positive revenues. This fixed cost affects only
the “entry” decision, and not investment conditional on entry. Therefore, the
best response is either qM or 0.

The following result characterizes the equilibrium allocations. A firm is active
in an equilibrium if it produces a positive quality with positive probability.

Proposition 6. For every n ∈ {1, 2, . . . }, there exists an equilibrium with n

active firms. In every equilibrium in pure strategies, only one firm is active. In
every equilibrium with n ≥ 2 active firms, the investment strategy of every active
firm is the continuous distribution function with support [0, qM ] given by Hn(q) =

(c′(q)/V ′(q))1/(n−1), for all q ∈ [0, qM ].

A monopoly arises in certain equilibria as a consequence of the implicit com-
mitment of the timing and information structure of the game. Specifically, an
active firm can be thought of as committing to fight “entry,” because its pricing
function conditions on the investment of competitors. This type of commitment
is absent in models of competitive screening with simultaneous contract posting
described in what follows.

We refer to equilibria with n ≥ 2 active firms as “competitive”. A competitive
equilibrium induces the random allocation given by qC [X, Y ], in which X and Y

7If a buyer is indifferent across firms, then he purchases from the lowest-index firm. In
equilibrium, the firm serving type θ ≤ b(y) is the firm with lowest index i such that qi ≥ y.
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are the first- and second-order statistics of n i.i.d. draws from Hn, respectively.
The resulting allocation is a contraction of the monopolist allocation (Figure 7b).
This observation leads to a qualitative effect of competition on the inefficiencies
of the monopolist allocation. First, competition exacerbates the productive inef-
ficiency; i.e., X < qM with probability 1. Second, competition can increase the
allocation of low types reducing the damaging inefficiency.

Corollary 1. In every equilibrium with n ≥ 2 active firms, with probability
one: the highest distributed quality is strictly lower than qM . Moreover, if the
monopolist does not engage in full bunching, then the lowest distributed quality
is strictly greater than β(0) with positive probability.

In the Appendix, we shut down either effect of competition on the inefficiency
via appropriate cost functions. Specifically, all firms make 0 profits in a competi-
tive equilibrium, so welfare amounts to consumer surplus. Moreover, the relevant
welfare comparison is between duopoly and monopoly as welfare decreases in the
number of active firms (starting from n ≥ 2 active firms.) If full bunching occurs
in qM—e.g., for steep c by Proposition 3—then the productive inefficiency is
the dominant difference between the monopoly and the duopoly allocation; in
this case, welfare is higher under monopoly than under duopoly. If, instead, c
approximates a fixed-cost function, then the distributive effect dominates, and
duopoly dominates monopoly in terms of welfare.

Remark 6. A positive quality level is always supplied at zero price in competitive
equilibria, because the second-order statistic of the equilibrium caps is positive.
However, a positive mass of types consumes this free quality if and only if y > β(0)

, which occurs with positive probability. When y > β(0), all types in [0, b(y)] in
consume quality y, receiving strictly higher quality than under the monopolist
allocation. The lowest monopolist quality β(0) can exceed the second-highest
quality, y: when y ≤ β(0), the availability of y only lowers the transfer of all
types. In this case, the competitive allocation is the same as the monopolist
allocation for low types; i.e., types in [0, b(x)] receive the same quality under qM

and under qC [x, y].

Alternative models of competition In our model, firms compete for buyers
after the investment stage, which determines feasible contracts, is complete and
publicly observed. Given this timing assumption, an “incumbent” firms effectively
commits to fight an “entrant” in stage 2. Models of competitive screening can
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lead to non-existence of equilibria if firms can offer any contract taking as given
the contracts offered by the opponents, differently from our model (Rothschild
and Stiglitz, 1976).

The timing of our model is also adopted in the quality-screening duopoly of
Champsaur and Rochet (1989), in which firms first commit to a quality spectrum
at no costs, and then price feasible qualities. Firms make positive profits in
equilibrium by playing disjoint quality intervals, which are ruled out in our model
in which feasible quality sets take the form [0, q]. The space of feasible quality
intervals is a key difference between the setups: in Champsaur and Rochet (1989),
a firm choosing [a, b] in stage 1 effectively commits not to sell qualities worse than
a in stage 2, whereas this commitment is absent in our model.

There are alternative ways to model multiple firms and privately informed
buyers, see Stole (2007) for a survey. In Garrett, Gomes, and Maestri (2019),
asymmetric information is two-sided: consumers are imperfectly informed about
the posted contracts. Their model generates menu dispersion and competition
can raise prices of low-quality goods. In Johnson and Myatt (2003), an entrant
and an incumbent move simultaneously, but the entrant can only produce qual-
ities lower than a given threshold. This exogenous constraint mimics the equi-
librium in the pricing stage of our game. The notion of “relevance” introduced
by Chade and Swinkels (2021) does not induce equilibrium existence with our
nonseparable costs. In their “vertical” oligopoly, with a contract-posting game à
la Rothschild and Stiglitz, a form of market power induces equilibrium existence:
each firm has a cost advantage over a quality interval. However, if producing
q makes all qualities lower than q available for free, then a cost advantage “for”
low qualities does not play any role; in fact, costs are separable in the model of
Chade and Swinkels.

5 Conclusion

This paper extends the workhorse screening model by studying an alternative
cost structure in which costs depend on the maximum quality. The optimum for
the seller involves both the usual virtual-surplus analysis, and the association of
each quality to a marginally bunched type, in order to determine the marginal
revenue of a quality investment. A natural extension is to consider costs such
that providing a quality to a type depends both on her own quality—as in MR—
and on the entire allocation—as in this paper, in which the dependence occurs
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via the maximum of the allocation. This analysis can be used to model, e.g.,
economies of scale, and damaging costs.

Innovation in digital markets proceeds dynamically, and firms adjust research
and production decisions over time, for example as decisions of competitors are
observed, or new information about demand is gathered. An extension that
captures a dynamic model of competition can inform policies related to patent
protection, innovation, and the regulation of natural monopolies in digital mar-
kets.

A Proofs

A.1 General model

The following model nests the model in the main body of the paper. The set
of qualities is Q := [0, q], an allocation is a measurable q : Θ → Q, the set of
allocations is Q, F is a distribution function whose support is Θ := [0, 1], and
is C2. The utility u : Q × Θ → R and the virtual surplus J : (q, θ) 7→ u(q, θ) −
1−F (θ)
F ′(θ)

u2(q, θ) − k(q) satisfy increasing differences, and are: C2, concave in q for
all θ ∈ Θ, strictly quasiconcave in q for all θ ∈ Θ \ S, for a countable S ⊆ Θ,
and a convex, C2, and nondecreasing k : Q → R. The function c : Q → R is
increasing, strictly convex, differentiable, and satisfies:

lim
q→0

(∫
Θ

J1(q, θ) dF (θ)− c′(q)
)
> 0 > lim

q→q

(∫
Θ

J1(q, θ) dF (θ)− c′(q)
)
.

We maintain the convention that inf ∅ = 1, and use Iverson brackets: [P ] = 1 if
the statement P is true, and [P ] = 0 otherwise.

The present model nests the model in the main body of the paper except for
the finite quality upper bound q, because Q is unbounded in the paper. The only
role of q is to compactify the quality space, as shown in the rest of the Appendix
(Proposition A.1, A.2). Hence, the results in the main text are implied by the
results that are proved in what follows.

Preliminaries The welfare of allocation q isW (q) =
∫

Θ
u(θ, q(θ))−k(q(θ)) dF (θ)−

c(sup q). The allocation q is efficient if q solves maxq∈QW (q). Given q ∈ Q, we
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let U(q) be the value of the problem P?(q),

U(q) = sup
q∈Q

∫
Θ

u(q(θ), θ)− k(q(θ)) dF (θ) subject to: q(θ) ≤ q for all θ ∈ Θ.

The surplus maximizer is the largest selection from θ 7→ Argmaxq∈Q u(θ, q)−k(q);
we denote the surplus maximizer by α. The generalized inverse a : q 7→ inf{θ ∈
Θ | α(θ) ≥ q} of α is nondecreasing because u has increasing differences (Topkis,
1978), and satisfies: a(q) = 0 if q < α(0), and a(q) = 1 if q > α(1). Moreover,
a is continuously differentiable at q ∈ (α(0),α(1)), with a′(q) = −u11(q,a(q))−k′′(q)

u12(q,a(q))

by the implicit function theorem.
The set of direct mechanisms that are incentive-compatible and individu-

ally rational is M = {(q, t) ∈ Q × RΘ | u(θ, q(θ)) − t(θ) ≥ u(θ, q(θ̂)) −
t(θ̂), u(θ, q(θ)) − t(θ) ≥ 0 for all (θ, θ̂) ∈ Θ2}. The allocation q is monopolist if
there exists t : Θ→ R such that (q, t) solves sup(q, t)∈M

∫
Θ
t(θ) dF (θ)− c(sup q).

For q ∈ Q, we let V (q) be the value of the problem P(q),

V (q) = sup
(q, t)∈M

∫
Θ

t(θ) dF (θ) subject to: q(θ) ≤ q for all θ ∈ Θ.

The virtual surplus maximizer is the largest selection from θ 7→ Argmaxq∈Q J(q, θ);
we denote the virtual surplus maximizer by β. The generalized inverse b : q 7→
inf{θ ∈ Θ | β(θ) ≥ q} of β is nondecreasing because J satisfies increasing differ-
ences, and satisfies: b(q) = 0 if q < β(0), and b(q) = 1 if q > β(1). Moreover, b
is continuously differentiable at q ∈ (β(0),β(1)), with b′(q) = −J11(q,b(q))

J12(q,b(q))
.

A.2 Proofs for Section 2

Proposition 1, Lemma 1, and Proposition 2 are implied by Proposition A.1,
Lemma A.3, and Proposition A.2, respectively; a technical argument in the proof
of Proposition A.1 and A.2 is relegated to Appendix B.

Lemma A.1. The allocation q is efficient if and only if: q solves P?(q?) for a
quality q? ∈ Argmaxq∈Q U(q)− c(q).

Proof. We first show that q is efficient only if q solves P?(q?) for a quality q? ∈
Argmaxq∈Q U(q) − c(q). Let q be efficient. We want to show that: there ex-
ists q? ∈ Q such that: (1) sup q ≤ q?, (2) for all q̃ ∈ Q with sup q̃ ≤ q?,∫

Θ
u(q(θ), θ) − k(q(θ)) dF (θ) ≥

∫
Θ
u(q̃(θ), θ) − k(q̃(θ)) dF (θ), and (3) for all

q ∈ Q, U(q?) − c(q?) ≥ U(q) − c(q). We claim that sup q satisfies the three
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properties. First, consider property (2). As an implication of efficiency and the
fact that c is increasing, we have that: for every q̃ ∈ Q, if c(q̃) < c(q), then∫

Θ
u(q(θ), θ) − k(q(θ)) dF (θ) >

∫
Θ
u(q̃(θ), θ) − k(q̃(θ)) dF (θ). Hence, property

(2) holds. Moreover, U(sup q) =
∫

Θ
u(q(θ), θ)− k(q(θ)), so (3) and (1) hold.

We proceed to show that q is efficient if q solves P?(q?) for a quality q? ∈
Argmaxq∈Q U(q)− c(q). Towards establishing an intermediate claim, let X := Q,
Y := Q, for all (x, y) ∈ X × Y , f(x, y) :=

∫
Θ
u(x(θ), θ) − k(x(θ)) dF (θ) − c(y),

and h(x) := sup x(Θ). Denote by v1 the value of the efficient allocation, v1 :=

sup{f(x, h(x)) | x ∈ X}, and v2 the value of the decomposed problem, v2 :=

sup{sup{f(x, y) | x ∈ X, h(x) = y} | y ∈ Y }. By construction, we have that
v1 = sup{f(x, y) | x ∈ X, y ∈ Y, h(x) = y}. We claim that v1 = v2. First, we
show that v2 ≥ v1. For all y ∈ Y, x ∈ X, if h(x) = y, then

f(x, y) ≤ sup{f(x̃, y) | x̃ ∈ X, h(x̃) = y}.

Thus, for all y ∈ Y, x ∈ X, if h(x) = y, then f(x, y) ≤ v2. Therefore, we have
that v2 ≥ v1. Second, we show that v1 ≥ v2. For all y ∈ Y, x ∈ X, if h(x) = y,
then

f(x, y) ≤ v1.

Therefore, it holds that v1 ≥ v2. We conclude that v1 = v2.
Let q solve P?(q?) for a quality q? ∈ Argmaxq∈Q U(q)−c(q). By construction,

we have that f(q, sup q) ≥ f(q, q?), v2 = f(q, q?), and v1 ≥ f(q, sup q). We
conclude that:

v2 ≥ f(q, sup q) ≥ v1.

Therefore, q is efficient.

Lemma A.2. There exists a unique quality q? that maximizes q 7→ U(q)− c(q).
Moreover, q? is the unique quality q such that

∫
[a(q),1]

u1(q, θ)−k′(q) dF (θ) = c′(q).

Proof. Claim: U is concave, continuously differentiable, and U ′(q) =
∫

[a(q),1]
u1(q, θ)−

k′(q) dF (θ) for all q ∈ (0, q). First, U is differentiable at q < α(0) with U ′(q) =∫
[0,1]

u1(q, θ) − k′(q) dF (θ) if q > 0; U is differentiable at q ∈ (α(0),α(1)) with
U ′(q) =

∫
[a(q),1]

u1(q, θ) − k′(q) dF (θ) because a is continuously differentiable; fi-
nally, U is differentiable at q > α(1) with U ′(q) = 0 if q < q. The previous
derivatives are continuously pasted at α(0) and α(1), so U is continuously dif-
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ferentiable. For the claim, it suffices to establish that U ′(q2)− U ′(q1) ≤ 0 for all
q1, q2 ∈ Q with q2 > q1. It holds that

U ′(q2)− U ′(q1) =

∫
[a(q2),1]

u1(q2, θ)− u1(q1, θ)− k′(q2) + k′(q1) dF (θ)

−
∫

[a(q1),a(q2))

u1(q1, θ)− k′(q1) dF (θ).

Moreover, u1(q2, θ)− u1(q1, θ)− k′(q2) + k′(q1) ≤ 0 by concavity of q 7→ u(q, θ)−
k(q) for all θ ∈ Θ, and u1(q1, θ) − k′(q1) ≥ 0 for all θ ≥ a(q1) by definition of a
and α. Hence, U is concave.

Claim: U is right continuous at 0. For all q > 0, we have: U(q) ≥
∫

Θ
u(0, θ)−

k(0) dF (θ); moreover, if q is sufficiently small, we have U(q) ≤
∫

Θ
u(q, θ) −

k(0) dF (θ) by our assumption on c′. Hence, we have U(q) →
∫

Θ
u(0, θ) −

k(0) dF (θ) as q → 0 by continuity of u.
By the properties of c′, if q ∈ Argmaxq∈Q U(q) − c(q) then q ∈ (0, q), so the

proof is complete.

Proposition A.1. The allocation q is efficient if and only if: there exists an
allocation γ such that γ(θ) = α(θ) almost everywhere and q(θ) = min{γ(θ), q?}
for all θ.

Proof. The proof has two steps. First, we solve P?(q) for all q ∈ Q. Then, the
result follows from Lemma A.1.

It suffices to show that: for fixed q ∈ Q, q solves P?(q) iff q(θ) = min{γ(θ), q}
for all θ and some γ ∈ Q such that γ(θ) = α(θ) almost everywhere.

By Lemma B.1, q solves P?(q) iff q(θ) = min{γ(θ), q} for all θ and some
allocation γ such that γ(θ) ∈ Argmaxq̂∈Q u(q̂, θ)− k(q̂) almost everywhere. We
have γ(θ) = max Argmaxq̂∈Q u(q̂, θ)−k(q̂) a.e. by strict quasiconcavity of u(·, θ)−
k(·), so the claim holds.

Lemma A.3. The allocation q is monopolist if and only if: q solves P(qM) for
a quality qM ∈ Argmaxq∈Q V (q)− c(q).

Proof. This proof follows the same steps as in the proof of Lemma A.1. Two
preliminary observations follow from standard arguments (Carroll, 2023). First,
we have

V (q) = max
q∈Q

∫
Θ

J(q(θ), θ) dF (θ) subject to: q(θ) ≤ q for all θ ∈ Θ,

q is nondecreasing;
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and (q, t) solves P(q) for some t iff q solves the above problem. Second, we have
that: q is monopolist iff q solves

max
q∈Q

∫
Θ

J(q(θ), θ) dF (θ)− c(sup q) subject to: q is nondecreasing.

We first show that q is monopolist only if q solves P(qM) for a quality qM ∈
Argmaxq∈Q V (q) − c(q). Let q be monopolist. We want to show that: there
exists qM ∈ Q such that: (1) sup q ≤ qM , (2) for all nondecreasing q̃ ∈ Q with
sup q̃ ≤ qM ,

∫
Θ
J(q(θ), θ) dF (θ) ≥

∫
Θ
J(q̃(θ), θ) dF (θ), and (3) for all q ∈ Q,

V (qM)− c(qM) ≥ V (q)− c(q). We claim that sup q satisfies the three properties.
First, consider property (2). For every q̃ ∈ Q, we have∫

Θ

J(q(θ), θ) dF (θ)− c(sup q) ≥
∫

Θ

J(q̃(θ), θ) dF (θ)− c(sup q̃).

Because c is increasing and q is monopolist, we have that: for every q̃ ∈ Q, if
c(q̃) < c(q), then

∫
Θ
J(q(θ), θ) dF (θ) >

∫
Θ
J(q̃(θ), θ) dF (θ). Hence, property (2)

holds. Moreover, V (sup q) =
∫

Θ
J(q(θ), θ), so (3) and (1) hold.

We proceed to show that q is monopolist if q solves P(qM) for a quality
qM ∈ Argmaxq∈Q V (q) − c(q). Towards establishing an intermediate claim, let
X := {q ∈ Q | q is nondecreasing}, Y := Q, for all (x, y) ∈ X × Y , f(x, y) :=∫

Θ
J(x(θ), θ) dF (θ) − c(y), and h(x) := supx(Θ). We denote by v1 the profit of

the monopolist allocation, v1 := sup{f(x, h(x)) | x ∈ X}, and v2 the value of the
decomposed problem, v2 := sup{sup{f(x, y) | x ∈ X, h(x) = y} | y ∈ Y }. By
the same steps as in the proof of Lemma A.1, we conclude that v1 = v2.

Let q solve P(qM) for a quality qM ∈ Argmaxq∈Q V (q)−c(q). By construction,
we have that f(q, sup q) ≥ f(q, qM), v2 = f(q, qM), and v1 ≥ f(q, sup q). We
conclude that

v2 ≥ f(q, sup q) ≥ v1.

Therefore, q is monopolist.

Lemma A.4. There exists a unique quality qM that maximizes q 7→ V (q) −
c(q). Moreover, qM is the unique quality q such that

∫
[b(q),1]

J1(q, θ) dF (θ) =

c′(q). Moreover, it holds that 0 < qM < q?.

Proof. Claim: V is concave, continuously differentiable, and V ′(q) =
∫

[b(q),1]
J1(q, θ) dF (θ)

for all q ∈ (0, q). First, V is differentiable at q < β(0) with V ′(q) =
∫

[0,1]
J1(q, θ) dF (θ)

31



if q > 0; V is differentiable at q ∈ (β(0),β(1)) with V ′(q) =
∫

[b(q),1]
J1(q, θ) dF (θ)

because b is continuously differentiable; finally, V is differentiable at q > β(1)

with V ′(q) = 0 if q < q. The previous derivatives are continuously pasted at β(0)

and β(1). For the claim, it suffices to establish that V ′(q2) − V ′(q1) ≤ 0 for all
q1, q2 ∈ Q with q2 > q1. It holds that

V ′(q2)− V ′(q1) =

∫
[b(q2),1]

J1(q2, θ)− J1(q1, θ) dF (θ)−
∫

[b(q1),b(q2)]

J1(q1, θ) dF (θ).

Moreover, J1(q2, θ)− J1(q1, θ) ≤ 0 by concavity of q 7→ J(q, θ) for all θ ∈ Θ, and
J1(q1, θ) ≥ 0 for all θ ≥ b(q1) by definition of b, β. Hence, V is concave.

Claim: V is right continuous at 0. For all q > 0, we have:
∫

Θ
u(q, θ) −

1−F (θ)
F ′(θ)

u2(0, θ) − k(0) dF (θ) ≥ V (q) ≥
∫

Θ
J(0, θ) dF (θ). Hence, we have V (q) →∫

Θ
J(0, θ) dF (θ) as q → 0.
Claim: β(θ) ≤ α(θ) for all θ ∈ Θ, and, additionally, β(θ) < α(θ) if: α(θ) >

0, β(θ) < q, and θ < 1. It suffices to observe that u1(q, θ) − k′(q) − J1(q, θ) =
1−F (θ)
F ′(θ)

u12(q, θ) for all (q, θ) ∈ Q×Θ.
Claim: qM < q? < q. First, we observe that, if q ∈ (0, q), then: a(q) < b(q),

and, moreover,

U ′(q)− V ′(q) =

∫
[b(q),1]

1− F (θ)

F ′(θ)
u12(q, θ) dF (θ) +

∫
[a(q),b(q))

u1(q, θ)− k′(q) dF (θ).

It follows that U ′(q)−V ′(q) ≥
∫

[a(q),b(q)]
u1(q, θ)−k′(q) dF (θ) > 0 by the definition

of a. Hence, we have that qM < q? < q.
To complete the proof, it remains to show that qM > 0. We let the right-

continuous inverse of β be T+ : q 7→ inf{θ ∈ Θ | β(θ) > q}. Observe that:
limq→0 V

′(q) =
∫

[T+(0),1]
J1(0, θ) dF (θ). If 1 > T+(0) > 0, by increasing differ-

ences we have

1

1− F (T+(0))
lim
q→0

V ′(q) >

∫
[0,1]

J1(0, θ) dF (θ)

We note that 1 > T+(0), because J1(0, 1) > 0 and β is continuous. If, instead,
T+(0) = 0, then limq→0 V

′(q) =
∫

[0,1]
J1(0, θ) dF (θ). By the properties of c′, it fol-

lows that qM > 0.Claim: V is concave, continuously differentiable, and V ′(q) =∫
[b(q),1]

J1(q, θ) dF (θ) for all q ∈ (0, q). First, V is differentiable at q < β(0) with
V ′(q) =

∫
[0,1]

J1(q, θ) dF (θ) if q > 0; U is differentiable at q ∈ (β(0),β(1)) with
V ′(q) =

∫
[b(q),1]

J1(q, θ) dF (θ) because b is continuously differentiable; finally, V
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is differentiable at q > β(1) with V ′(q) = 0 if q < q. The previous derivatives
are continuously pasted at β(0) and β(1). For the claim, it suffices to establish
that V ′(q2)− V ′(q1) ≤ 0 for all q1, q2 ∈ Q with q2 > q1. It holds that

V ′(q2)− V ′(q1) =

∫
[b(q2),1]

J1(q2, θ)− J1(q1, θ) dF (θ)−
∫

[b(q1),b(q2)]

J1(q1, θ) dF (θ).

Moreover, J1(q2, θ)− J1(q1, θ) ≤ 0 by concavity of q 7→ J(q, θ) for all θ ∈ Θ, and
J1(q1, θ) ≥ 0 for all θ ≥ b(q1) by definition of b, β. Hence, V is concave.

Claim: V is right continuous at 0. For all q > 0, we have:
∫

Θ
u(q, θ) −

1−F (θ)
F ′(θ)

u2(0, θ) − k(0) dF (θ) ≥ V (q) ≥
∫

Θ
J(0, θ) dF (θ). Hence, we have V (q) →∫

Θ
J(0, θ) dF (θ) as q → 0.
Claim: β(θ) ≤ α(θ) for all θ ∈ Θ, and, additionally, β(θ) < α(θ) if: α(θ) >

0, β(θ) < q, and θ < 1. It suffices to observe that u1(q, θ) − k′(q) − J1(q, θ) =
1−F (θ)
F ′(θ)

u12(q, θ) for all (q, θ) ∈ Q×Θ.
Claim: qM < q? < q. First, we observe that, if q ∈ (0, q), then: a(q) < b(q),

and, moreover,

U ′(q)− V ′(q) =

∫
[b(q),1]

1− F (θ)

F ′(θ)
u12(q, θ) dF (θ) +

∫
[a(q),b(q))

u1(q, θ)− k′(q) dF (θ).

It follows that U ′(q)−V ′(q) ≥
∫

[a(q),b(q)]
u1(q, θ)−k′(q) dF (θ) > 0 by the definition

of a. Hence, we have that qM < q? < q.
To complete the proof, it remains to show that qM > 0. We let the right-

continuous inverse of β be T+ : q 7→ inf{θ ∈ Θ | β(θ) > q}. Observe that:
limq→0 V

′(q) =
∫

[T+(0),1]
J1(0, θ) dF (θ). If 1 > T+(0) > 0, by increasing differ-

ences we have

1

1− F (T+(0))
lim
q→0

V ′(q) >

∫
[0,1]

J1(0, θ) dF (θ)

We note that 1 > T+(0), because J1(0, 1) > 0 and β is continuous. If, instead,
T+(0) = 0, then limq→0 V

′(q) =
∫

[0,1]
J1(0, θ) dF (θ). By the properties of c′, it

follows that qM > 0.

Proposition A.2. The allocation q is monopolist if and only if: there exists a
nondecreasing allocation γ such that γ(θ) = β(θ) almost everywhere and q(θ) =

min{γ(θ), qM} for all θ.

Proof. First, we solve P(q) for all q ∈ Q. Then, the result follows from Lemma
A.3.
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Claim: for fixed q ∈ Q, q solves P(q) iff q(θ) = min{γ(θ), q} for all θ and
some nondecreasing γ ∈ Q with γ(θ) = β(θ) almost everywhere. For sufficiency,
let q ∈ Q be such that q(θ) = min{γ(θ), q} for all θ ∈ Θ and for some nonde-
creasing allocation γ with γ(θ) = β(θ) almost everywhere. Then, by Lemma
B.1, q solves the problem without the monotonicity constraint; i.e., q solves

max
q∈Q

∫
Θ

J(q(θ), θ) dF (θ) subject to: q(θ) ≤ q for all θ ∈ Θ, (3)

(see the preliminary observation in the proof of Lemma A.3.) Additionally, q is
nondecreasing, so q solves P(q).

For necessity, let q solve P(q) and be such that: there does not exist a nonde-
creasing allocation γ with q(θ) = min{γ(θ), q} for all θ and γ(θ) = β(θ) almost
everywhere. By Lemma B.1 and the strict-quasiconcavity property of J(·, θ), q
does not solve the problem without the monotonicity constraint; i.e., q does not
solve the maximization in (3). We observe that the function θ 7→ min{β(θ), q}
is an allocation that solves the problem without the monotonicity constraint—
in (3)—by Lemma B.1, and satisfies the monotonicity constraint, so q does not
solve P(q). The claim follows from the preliminary observation in the proof of
Lemma A.3.

A.3 Proofs for Section 3

Proof of Proposition 3. For this proof, we assume that u is as in the main text.
Define, for all q ∈ Q, G(q, κc, κg) := (1−F (bκg(q)))(bκg(q)+κgg

′(q))−κcc′(q). By
Proposition A.2, qMκ is interior, and is the unique quality q such thatG(q, κc, κg) =

0.
Claim 1: The cap qMκ is decreasing in κc. By strict concavity of q 7→ V (q)−

κcc(q), we have that G2(q, κc, κg) = −c′(q) and G1(q, κc, κg) < 0. By the im-
plicit function theorem: ∂

∂κc
qMκ = −G2(qMκ , κc, κg)/G1(qMκ , κc, κg). Hence, qMκ is

decreasing in κc.
Claim 2: The cap qMκ is nondecreasing in κg. Fix q with bκg(q) ∈ (0, 1). It
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holds that

G3(q, κc, κg) = (1− F (bκg(q)))(g
′(q) +

∂

∂κg
bκg(q))

− F ′(bκg(q))
∂

∂κg
bκg(q)(bκg(q) + κgg

′(q))

= (1− F (bκg(q)))g
′(q),

using κgg′(q) + ϕ(bκg(q)) = 0 for the second equality, and G1(q, κc, κg) < 0 by
strict concavity of q 7→ V (q)−κcc(q). By the implicit function theorem: ∂

∂κg
qMκ =

−G3(qMκ , κc, κg)/G1(qMκ , κc, κg). Hence, qMκ is nondecreasing in κg.
Claim 3: bκg is nonincreasing in κg pointwise. Fix q with bκg(q) ∈ (0, 1).

From κgg
′(q) + ϕ(bκg(q)) = 0, by the implicit function theorem: ∂

∂κg
bκg(q) =

−g′(q)/ϕ′(bκg(q)). Hence, for every q ∈ Q, bκg(q) is nonincreasing in κg.
Claim 4: bκg(q

M
κ ) is nonincreasing in κg, decreasing if interior. First, we

observe that G1(q, κg, κc) = (1 − F (bκg(q
M
κ )))κgg

′′(qMκ ) − c′′(qMκ ), which follows
from applying the definition of bκg , or, alternatively, by using the observations
in Remark 2 and the envelope theorem. Second, we differentiate to obtain
∂
∂κg

bκg(q
M
κ ) = g′(qMκ )

ϕ′(bκg (qMκ ))
c′′(qMκ )

G1(qMκ ,κg ,κc)
< 0, whenver bκg(qMκ ) > 0.

Claim 5: there exists κg ≥ 0 such that bκg(qMκ ) = 0 for all κg > κg. By
the previous claims, bκg(qMκ ) → 0 as κg → ∞. If the claim does not hold, then
κgg

′(qMκ ) → −ϕ(0), which is impossible by concavity of g and monotonicity of
qMκ in κg.

Proof of Proposition 4. For this proof, we assume that u is as in the main text.
We show that, if 0 ≤ θ < b(qM), then qMRE(θ) > qM(θ). By hypothesis,

c′(β(θ)) < c′(qM) = (1− F (b(qM)))u1(qM , b(qM)),

in which the rightmost inequality follows from Proposition A.2. By strict con-
cavity of V , we have

(1− F (b(qM)))u1(qM , b(qM)) < (1− F (θ))u1(β(θ), θ) ≤ u1(β(θ), θ),

We conclude that u1(β(θ), θ)− c′(β(θ)) > 0. Therefore, β(θ) < qMRE(θ).
The rest of the proof follows from the argument sketched in the text and is

omitted.
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A.4 Proofs for Section 4

Proposition 5 and 6 are implied by Proposition A.3 and A.4, respectively.

A.4.1 Non-discriminating monopolist

The zero of the virtual surplus is bN : q 7→ inf{θ ∈ Θ | J(q, θ) ≥ 0}. The
allocation q is no screening if q solves

max
(q, t)∈M

∫
Θ

t(θ) dF (θ)− c(sup q) subject to: q(Θ) ⊆ {0, q̂} for some q̂ ∈ Q.

We let VN(q) be the value of the problem PN(q), for quality q ∈ Q,

VN(q) := max
(q, t)∈M

∫
Θ

t(θ) dF (θ) subject to: q(Θ) ⊆ {0, q̂} for some q̂ ∈ Q,

q(θ) ≤ q for all θ ∈ Θ.

Proposition A.3. Assume that J(0, θ) = 0 for all θ, and J(q, ·) is increasing for
all q > 0; let qMN be the unique quality q such that

∫
[bN (q),1]

J1(q, θ) dF (θ) = c′(q).
The allocation qMN is no screening if and only if: qMN (θ) = [θ ≥ bN(qMN )]qMN for
all θ ∈ Θ \ {bN(qMN )}, and qMN (bN(qMN )) ∈ {0, qMN }. Moreover, it holds that:

1. 0 < qMN ≤ qM ;

2. if b(qM) > bN(qM), then qMN < qM .

Proof. The proof has three main steps. First, we solve PN(q) for all q ∈ Q;
second, we show that VN is continuously differentiable and concave; third, we
show that qMN ≤ qM , with strict inequality if qM > 0. The following preliminary
observations hold by known arguments:

VN(q) = max
q∈Q

∫
Θ

J(q(θ), θ) dF (θ) subject to: q(θ) ≤ q for all θ ∈ Θ,

q is nondecreasing, q(Θ) ⊆ {0, q̂} for some q̂ ∈ Q;

(q, t) solves PN(q) for some t iff q solves the above problem; the allocation q is
no screening iff: q solves PN(qMN ) for a quality qMN ∈ Argmaxq∈Q VN(q)− c(q).

Claim: b(q) ≥ bN(q) for all q ∈ Q. It suffices to show that β(θ) ≥ q implies
J(q, θ) ≥ 0 for fixed (θ, q) ∈ Θ × Q. By concavity of J(·, θ), we have J(q, θ) =∫

[0,q]
J1(q̃, θ) dq̃, and β(θ) ≥ q holds iff J1(q, θ) ≥ 0 holds. Hence, β(θ) ≥ q

implies J(q, θ) ≥ 0.
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Claim: for fixed q ∈ Q, q solves PN(q) iff q(θ) = [θ ≥ bN(q)]q for all θ ∈ Θ.
We first argue q solves PN(q) only if q(θ) = [θ ≥ bN(q)]q almost everywhere. Fix
q ∈ (0, q], a solution qMN to PN(q), and suppose that there exists (θ′, θ′′) ⊆ Θ

such that: q′(θ) 6= qMN (θ) a.e. on (θ′, θ′′), for q′ : θ 7→ [θ ≥ bN(q)]q. Define S :=

{θ ∈ (θ′, θ′′) | q′(θ) = q} and ∆ :=
∫

(θ′,θ′′)
J(q′(θ), θ)−J(qMN (θ), θ) dF (θ), it holds

that

∆ =

∫
S

∫
[qMN (θ),q]

J1(q̃, θ) dq̃ dF (θ)−
∫

(θ′,θ′′)\S
J(qMN (θ), θ) dF (θ).

For q̂ ∈ [qMN (θ), q], it holds that

J1(q̂, θ) ≥ J1(q, θ) ≥ J1(q, bN(q)) ≥ 0

a.e. on S, in which the inequalities follow from: concavity of J(·, θ), increas-
ing differences, and the definition of S, bN(q), from left to right. Moreover, it
holds that J(qMN (θ), θ) ≤ 0 a.e. on (θ′, θ′′) \ S. Moreover, using increasing dif-
ferences and the fact that J(q̂, ·) is increasing for q̂ > 0, we have that: either∫
S

∫
[qMN (θ),q]

J1(q̃, θ) dq̃ dF (θ) > 0, or
∫

(θ′,θ′′)\S J(qMN (θ), θ) dF (θ) < 0, or both. It
follows that ∆ > 0. By incentive compatibility, the solution to PN(q) is nonde-
creasing, by the binary-image constraint, the solution does not differ from θ 7→
[θ ≥ bMN (q)] if θ 6= bN(q).

For the other direction, let q solve PN(q) and not be equal to q′ (identified
in the previous paragraph) almost everywhere. By the previous argument, q′

attains a strictly higher value of the maximand in PN(q) than q. Moreover, q′

is nondecreasing and satisfies q′(Θ) ⊆ {0, q}. The claim follows.
Claim: bN is nondecreasing. We proceed in three steps. First, we use the

definition of β and the fact that b upper bounds bN to show that: J(q+ε, bN(q)) ≤
J(q, bN(q)), (ε, q) ∈ (0, q− q)× (0, q). Suppose that J(q+ε, bN(q)) > J(q, bN(q)).
Then, there exists q′ > q such that J1(q′, bN(q)) > 0. Then, by concavity, either
β(bN(q)) = q, or there exists q′′ ≥ q′ such that J1(q′′, bN(q)) ≤ 0, or both. In all
cases: β(bN(q)) > q, which contradicts the definition of b. Second, we observe
that: if J(q + ε, bN(q)) < J(q, bN(q)), then bN(q + ε) > bN(q) by increasing
differences. Third, we show that J(q+ε, bN(q)) = J(q, bN(q)) only if bN(q+ε) =

bN(q) and distinguish among three exhaustive and mutually exclusive cases, for
given q ∈ Q: (A) J(q, 0) ≥ 0; (B) J(q, 1) ≤ 0; (C) bN(q) ∈ (0, 1). In case (A),
bN(q + ε) = bN(q) because, otherwise: bN(q + ε) > bN(q) = 0, so J(q + ε, bN(q +

ε)) > J(q + ε, bN(q)) ≥ 0, which contradicts the definition of bN . In case (B),
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bN(q + ε) = bN(q) because, otherwise: bN(q + ε) < bN(q) = 1, so J(q + ε, bN(q +

ε)) < J(q + ε, bN(q)) ≤ 0, which contradicts the definition of bN . In case (C),
bN(q + ε) = bN(q) by increasing differences. Hence, bN is nondecreasing.

Claim: VN is continuously differentiable, concave, and V ′N(q) =
∫

[bN (q),1]
J1(q, θ) dF (θ).

First, it holds that bN satisfies: bN(q) = 0 if q ≤ c, and bN(q) = 1 if q ≥ d, for
some c ≤ d, because bN is nondecreasing. Moreover, bN is continuously differen-
tiable at q ∈ (c, d), with b′N(q) = −J1(q,bN (q))

J2(q,bN (q))
, by the implicit function theorem.

As an implication, by the same argument used in the proof of Proposition A.2, VN
is continuously differentiable at q ∈ (0, q) with derivative

∫
[bN (q),1]

J1(q, θ) dF (θ).
For the claim, it suffices to establish that V ′N(q2)− V ′N(q1) ≤ 0 for all q1, q2 ∈ Q
with q2 > q1. It holds that

V ′N(q2)− V ′N(q1) =

∫
[bN (q2),1]

J1(q2, θ)− J1(q1, θ) dF (θ)−
∫

[bN (q1),bN (q2)]

J1(q1, θ) dF (θ).

Moreover, J1(q2, θ)− J1(q1, θ) ≤ 0 by concavity of q 7→ J(q, θ) for all θ ∈ Θ, and
J1(q1, θ) ≥ 0 for all θ ≥ bN(q1) by concavity of J(·, θ) and the definition of bN .
Hence, V ′N is concave; VN is right continuous at 0 by the same argument used in
the proof of Proposition A.2 to show that V is right continuous at 0.

Claim: qMN ≤ qM , with strict inequality if b(qM) > bN(qM). We show that
∆ := V ′(q) − V ′N(q) ≤ 0. It holds that ∆ = −

∫
[bN (q),b(q)]

J1(q, θ) dF (θ), and, by
definition of b(q), J1(q, θ) ≤ 0 for all θ ≤ b(q). Moreover, if b(q) > bN(q) and
q > 0, then ∆ > 0. It remains to show that qMN > 0, which follows from the same
argument used in the proof of Proposition A.2 to show that qM > 0.

A.4.2 Competition

We study a game played by N firms facing the same buyer population as in
the main text, i.e., we assume that u and c are as in the main text; recall that
c′(0) = 0 We use the following notation and results.

Setup We denote by N the set of players {1, . . . , N}, and we let Q = R+ be
the set of qualities. Fix a profile of qualities (q1, . . . , qN) ∈ QN . The demand
of type θ given the profile of tariffs (p1, . . . , pN) ∈ ×i∈NRQ satisfying pi(q) =∞
if q > qi, i ∈ N , is: D(p1,...,pN )(θ) := Argmaxq∈Q u(θ, q) −min{p1(q), . . . , pN(q)}.
The player serving θ given the profile of tariffs (p1, . . . , pN) is ι(p1,...,pN )(θ) :=

min Argmini∈N pi(D(p1,...,pN )(θ)); if multiple firms offer the same price for the
demand, we break indifferences in favor of the low-index firms. Note that every
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type θ > 0 has single-valued demand.

Timing and actions First, every player i simultaneously chooses a quality
qi ∈ Q. In the second stage of the game, the pricing stage, every firm i observes
the qualities (q1, . . . , qN) and simultaneously chooses a pricing function pi : Q→
R that only prices feasible qualities, i.e., with pi(qi) =∞ if qi > qi. Then, every
buyer’s type θ observes the pricing functions and, afterwards, he chooses a firm
i, purchases a quality qi at price pi(qi), and nothing from the other firms, or does
not purchase any good for a utility of 0.

Strategies, payoffs, and equilibria Firm i chooses a cap in stage 1 and a
pricing function in stage 2. There is symmetric information among firms in stage
2, so every player i quotes a pricing function conditional on the known cap quality
of every opponent. Hence, the set of pure strategies for i is Si := Q×Pi, letting
Pi ⊆ (RQ)Q

N be the set of “conditional” pricing functions of firm i; i.e., we de-
fine Pi =

{
P : QN → RQ | q > qi implies P [. . . , qi−1, qi, qi+1, . . . ](q) > g(q) + q

}
.

The revenues of firm i given a profile of pricing functions (p1, . . . , pN) are

Ri(p1, . . . , pN) :=

∫
Θ

pi(D(p1,...,pN )(θ))[ι(p1,...,pN )(θ) = i] dF (θ).

The payoff of firm i from the profile of pure strategies s = (. . . , (qsi , P
s
i ), . . . ) ∈

×Ni=1Si is Πi(s) := Ri(P
s
1 [qs], . . . , P s

N [qs])− c(qsi ). A strategy for player i is a pair
of a cap distribution and conditional pricing function, (Hi, Pi), in which Hi is a
distribution function with support contained inQ and Pi ∈ Pi for all i. A strategy
profile ((H1, P1), . . . , (HN , PN)) is an equilibrium if it is a subgame-perfect Nash
equilibrium of the game, that is, the following two conditions hold.

1. The conditional pricing functions maximize conditional profits, that is, for
all i, for all cap profiles q = (q1, . . . , qN),

Ri(Pi[q], P−i[q]) ≥ Ri(p
′
i, P−i[q]) for all p′i ∈ RQ.

2. The cap distributions maximize expected profits, that is, for all i, for all qi
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in the support of Hi we have∫
QN−1

Ri(Pi[q], P−i[q]) dH−i(q−i)− c(qi)

≥
∫
QN−1

Ri(Pi[q
′
i, q−i], P−i[q

′
i, q−i]) dH−i(q−i)− c(q′i)

for all q′i ∈ Q, letting H−i denote the joint distribution of the caps of players
other than i in ((H1, P1), . . . , (HN , PN)).

Auxiliary monopoly problem The allocation q ∈ Q is x-y second best, for
qualities x, y ∈ Q with x ≤ y, if there exists a transfer function t such that: (q, t)

solves the problem Px,y

V x,y = sup
(q,t)∈M

∫
t(θ) dF (θ) subject to: y ≤ q(θ) ≤ x for all θ ∈ Θ.

Lemma A.5. Let x, y ∈ Q with x ≤ y. The allocation q is x-y second best
if and only if: there exists a nondecreasing allocation γ such that γ(θ) = β(θ)

almost everywhere and q(θ) = max{min{γ(θ), x}, y} for all θ.

Proof. This result follows from the same argument as the proof of Proposition
A.2.

Two preliminary observations follow from standard arguments (Carroll, 2023).
First, we have

V x,y = max
q∈Q

∫
Θ

J(q(θ), θ) dF (θ) subject to: y ≤ q(θ) ≤ x for all θ ∈ Θ,

q is nondecreasing;

and (q, t) solves Px,y for some t iff q solves the above problem.
We establish that q solves Px,y if and only if: q(θ) = max{min{γ(θ), x}, y}

for all θ and some nondecreasing γ ∈ Q with γ(θ) = β(θ) almost everywhere.
For necessity, let q ∈ Q be such that q(θ) = max{min{γ(θ), x}, y} for all θ ∈

Θ and for some nondecreasing allocation γ with γ(θ) = β(θ) almost everywhere.
Then, by Lemma B.1, q solves the above problem without the monotonicity
constraint, i.e., q solves

max
q∈Q

∫
Θ

J(q(θ), θ) dF (θ) subject to: y ≤ q(θ) ≤ x for all θ ∈ Θ. (4)
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Additionally, q is nondecreasing, so q is x-y second best.
For sufficiency, let q be x-y second best, and such that: there does not exist

a nondecreasing allocation γ with q(θ) = max{min{γ(θ), x}, y} for all θ and
γ(θ) = β(θ) almost everywhere. By Lemma B.1 and strict quasiconcavity of
J(·, θ), q does not solve the preceding problem—in 4. We observe that, by
Lemma B.1, the function θ 7→ max{min{β(θ), x}, y} is an allocation that solves
the problem in 4, and satisfies the monotonicity constraint, so q does not solve
P(q). The claim follows from the preliminary observation in the proof of Lemma
A.3.

Auxiliary results about the pricing game The pricing game given the
quality profile (q1, . . . , qN) ∈ QN is the strategic-form game Γ(q1, . . . , qN) =

(N , (R[0,qi], Ri(·))i∈N . The profile of pricing functions (p1, . . . , pN) is a (q1, . . . , qN)

equilibrium if (p1, . . . , pN) is a Nash equilibrium of Γ(q1, . . . , qN).
We study the subgame starting at the given production profile (q1, . . . , qN) ∈

QN with max{q1, . . . , qN} =: x and y := max{q1, . . . , qN} \ {x}.

Lemma A.6. Let qi ∈ Q for all i ∈ N . For every (q1, . . . , qN) equilibrium
(p1, . . . , pN), it holds that:

Ri(p1, . . . , pN) = (V (qi)− V (max{q1, . . . , qn} \ {qi}))+,

and

D(p1,...,pN )(θ) = max{min{γ(θ), x}, y},

for all θ, in which γ is a nondecreasing allocation such that γ(θ) = β(θ) almost
everywhere.

Proof. (0) Quantities less than y come at zero price. Fix a (q1, . . . , qN) equilib-
rium (p1, . . . , pN). Suppose there exists a positive measure type set A ⊆ Θ such
that D(p1,...,pN )(θ) ≤ y and purchase at positive price: pι(p1,...,pN )(θ)D(p1,...,pN )(θ) >

0 for all θ ∈ A and ι(p1,...,pN )(θ) =: i.
Firm j, that invested qj ≥ y and is not i, has the following action available:

p′(q) =

pj(q), if q /∈ D(p1,...,pN )(A),

pi(q)− ε, if q ∈ D(p1,...,pN )(A).
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for sufficiently small ε > 0. Conditional on type θ ∈ A, playing p′ induces
strictly higher profits than pi. Conditional on type θ /∈ A, playing p′ induces
lower profits than pi only if ι(p1,...,pN )(θ) = i, and by a negligible amount if ε is
sufficiently small.

(1) Preliminaries: using the results from the x-y second best problem. We now
compute the value of the x-y second best problem, defined above. For simplicity,
we assume that g′(0) > −ϕ(0). For quantities 0 ≤ y < x ≤ q, it holds that

V x,y =

∫
[θ,a]

P (y) dF (θ) +

∫
(a,b)

g(β(θ)) + β(θ)ϕ(θ) dF (θ) +

∫
[b,θ]

g(x) + xϕ(θ) dF (θ),

for a pricing function P , cutoff types θ ≤ a < b ≤ θ, and a quality allocation
q that agrees with θ 7→ min{β(θ), x} on [a, θ]. (We note that a = b(y) and
b = b(x)).

Hence, we have

V x,y = V (x)− V (y) +

∫
[θ,b(y)]

P (y) dF (θ).

for a pricing function P .
(2) Bertrand-type argument. By step (1), the payoff to i if qi = x > y in

equilibrium is

Ri(p1, . . . , pN) = V (x)− V (y) +

∫
[θ,b(y)]

[ι(p1,...,pN ) = i]Pi(D(p1,...,pN )(θ)) dF (θ).

By the argument in part (0), any quality less than y involves zero profits, i.e.,
the last term on the right-hand side of the above equality is 0. So, the formula
holds.

Notation for the production game Every Nash equilibrium of Γ(q1, . . . , qN)

induces the same revenues, i.e., for all (q1, . . . , qN) equilibria (p∗1, . . . , p
∗
N) and

(p∗∗1 , . . . , p
∗∗
N ), we have Ri(p

∗
1, . . . , p

∗
N) = Ri(p

∗∗
1 , . . . , p

∗∗
N ) (Lemma A.6). We define

Ri(q1, . . . , qN) the unique equilibrium revenues of i ∈ N in the pricing game
Γ(q1, . . . , qN). By Lemma A.6, we have

Ri(q1, . . . , qN) = (V (qi)− V (max{q1, . . . , qn} \ {qi}))+.

The production game is the strategic-form game Γ =
(
N , (Q,Ri(·)− c(·))i∈N

)
.

By mixed strategies, we refer to elements of ∆Q, the set of probability distribu-
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tions over Q identified by distribution functions, and we extend payoffs of Γ to
mixed-strategy profiles as usual; i.e., defining

Πi : (∆Q)N → R

(H1, . . . , HN) 7→
∫
Q

· · ·
∫
Q

Ri(q1, . . . , qN)− c(qi) dH1(q1) · · · dHN(qN).

Pure-strategy equilibria of the production game

Lemma A.7 (Pure-strategy equilibria). The quality profile (q1, . . . , qN) is a Nash
equilibrium in pure strategies of the production game if and only if: there exists
i ∈ N such that qi = qM and qj = 0 for all j 6= i.

Proof. Let qi, qj > 0 for i 6= j. Then the player choosing min{qi, qj} has a strictly
profitable deviation to 0. Thus, in every equilibrium, there exists at most one
player choosing a positive quality qi.

Let (q1, . . . , qN) be a Nash equilibrium. Then, max{q1, . . . , qn} = qM , by the
characterization of the quality qM .

It is left to verify that R2(qM , 0, . . . , 0) ≥ R2(qM , q, . . . , 0) for all q > 0. First,
we observe that R2(qM , 0, . . . , 0) = 0 = R2(qM , q, 0, . . . , 0) for q ≤ qM , by the
argument mentioned above. Second, we compute the payoff from qualities higher
than qM : V (q)− V (qM)− c(q). By previous results, V ′(q) < c′(q) if q > qM . So,
q 7→ R2(qM , q, 0, . . . , 0) is decreasing on (qM , q). Hence, our claim follows.

Mixed-strategy equilibria of the production game A Nash equilibrium
in mixed strategies (H1, . . . , HN) has multiple active players if Hi(q) ≥ Hj(q) >

0 for q > 0 and i, j ∈ N with i 6= j. A Nash equilibrium in mixed strategies
(H1, . . . , HN) is symmetric among active players if Hi(q) = Hj(q) for all q ∈ Q
whenever Hi(q) ≥ Hj(q) > 0 for some q > 0. Note that there are only two kinds
of equilibria in mixed strategies that are symmetric among active players: those
with at least 2 active players and the monopolistic equilibria.

Lemma A.8 (Necessary conditions for mixed-strategy equilibria). If (H1, . . . , HN)

is a Nash equilibrium in mixed strategies with multiple active players, then

∏
j∈N\{i}

Hj(q) =


c′(q)

V ′(q)
, if q ∈ (0, qM),

1, if q ≥ qM ,

for all i such that Hi(q) > 0 for some q > 0.
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Proof. Fix a mixed-strategy equilibrium (H1, . . . , HN) with n ≥ 2 active firms.
Fix an active firm i. Let H−i(q) :=

∏
j∈N\{i}Hj(q) be the distribution function

of the maximum of the opponents’ caps.
Step 1: Payoff representation and one-sided derivatives. Using integration by

parts and the fact that V (0) = 0, we obtain

Πi(q,H−i) =

∫ q

0

V ′(y)H−i(y) dy − c(q).

Fix q > 0. Define the left limit H−i(q−) := limt↑qH−i(t). The following one-sided
derivatives exist:

lim
ε↓0

Πi(q + ε,H−i)− Πi(q,H−i)

ε
= V ′(q)H−i(q)− c′(q),

lim
ε↓0

Πi(q,H−i)− Πi(q − ε,H−i)
ε

= V ′(q)H−i(q
−)− c′(q).

Step 2: Indifference on the support implies a differential equation. If firm i

mixes, then Πi(·, H−i) is constant on suppHi. Fix a compact interval [a, b] ⊆
suppHi with 0 < a < b. Then, by Step 1, for all a ≤ q1 < q2 ≤ b, we have

0 = Πi(q2, H−i)− Πi(q1, H−i) =

∫ q2

q1

(
V ′(y)H−i(y)− c′(y)

)
dy,

If there existed an open subinterval (q1, q2) ⊆ (a, b) on which V ′(y)H−i(y) −
c′(y) > 0 everywhere, then the integral would be strictly positive; similarly if
V ′(y)H−i(y) − c′(y) < 0 everywhere, the integral would be strictly negative.
Therefore,

V ′(y)H−i(y) = c′(y) for a.e. y ∈ (a, b). (5)

Step 3: Exclusion of mass points on (0,∞). Suppose Hi has an atom at some
q0 > 0, that is, Hi(q0) − Hi(q

−
0 ) > 0. For every sufficiently small ε > 0, using

step 1, we have

V ′i (q0, H−i)H−i(q0)− c′(q0) ≤ 0 ≤ V ′i (q0, H−i)H−i(q
−
0 )− c′(q0).

Hence, no firm other than i has an atom at q0. Moreover, it is the case that there
exists an active firm j such that q0 ∈ suppHj—otherwise, firm i has a strictly
profitable deviation. By the one-sided derivatives in step 1, H−j does not have
an atom at q0. Therefore, Hi does not exhibit an atom at q0.

Step 4. The support of an active firm has no gaps. Suppose, toward a contra-
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diction, that suppHi ∩ (0,∞) is not an interval. Then there exist 0 < q1 < q2 <

q3 such that

q1, q3 ∈ suppHi and [q1, q3] ∩ suppHi = {q1, q3}.

By indifference, Πi(q1) = Πi(q3), and using Step 1,

0 =

∫ q3

q1

V ′(y)H−i(y)− c′(y) dy. (6)

Therefore the integral in (6) cannot be zero, a contradiction. Thus suppHi ∩
(0,∞) is an interval.

Conclusion. In any equilibrium with multiple active players, the support of
Hi is an interval and Hi is continuous on R++. As an implication, max suppHi =

qM . We find the mass at 0 by solving the differential equation downward. The
mass is null, because c′(0) = 0. Moreover, we have that 0 = min suppHi, because
c′(q) > 0 for q > 0. Note that our argument also establishes that the equilibrium
(H1, . . . , Hn) is symmetric among active firms, and exhibits continuous distribu-
tions for active firms.

Lemma A.9 (Necessary and sufficient conditions for mixed-strategy equilibria).
If (H1, . . . , HN) is a Nash equilibrium in mixed strategies of the production game,
then one, and only one, of the following statements holds.

1. There exists a number of active players n ∈ N \{1} such that: for a set of
active players I ⊆ N with |I| = n we have

Hi : q 7→


(
c′(q)
V ′(q)

) 1
n−1

, if q ∈ [0, qM ],

1, if q > qM ,

for all i ∈ I.

2. There exists an active player i such that: Hi : q 7→ [q ≥ qM ] and Hj : q → 0

for all j ∈ N \ {i}.

Moreover, the strategy profiles described in both parts constitute Nash equilibria
in mixed strategies that are symmetric among active players.

Proof. Given the preceding results, it is left to verify that the strategy profile
described in part 1 constitutes a Nash equilibrium in mixed strategies. It fol-
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lows from the definition of qM and by a similar argument as the one used to
characterize the pure-strategy equilibria.

Proof of the main result

Proposition A.4. For all n ≤ N , there exists a symmetric n equilibrium. More-
over, every symmetric and competitive n equilibrium induces the random alloca-
tion given by q[x̂, ŷ], in which the random variables x̂ and ŷ are, respectively, the
first- and second-order statistics of a collection of n i.i.d. random variables, each
with distribution function Hn given by

Hn : q 7→


(
c′(q)
V ′(q)

) 1
n−1

, if q ∈ [0, qM ],

1, if q ∈ (qM ,∞).
(7)

Proof. This proof uses previously established results (Lemma A.9, Lemma A.6,
and Lemma A.8) and the definitions in sections A.4.2.

Step 1: Existence. The first part of the result (i.e., existence) is established
in Lemma A.9.

Step 2: Quality allocation. We establish that every allocation that is induced
in equilibrium takes the stated form. Fix a value of x̂ := max{q1, . . . , qN} and
ŷ := max{q1, . . . , qN} \ {x̂} in Q, given the subgame starting after the choice of
caps (q1, . . . , qN). The result follows from the last part of Lemma A.6.

Step 3: First- and second-order statistics. It is left to establish that the
stated distribution of x̂ and ŷ is correctly induced by the equilibrium distribu-
tion of stage-1 caps (q1, . . . , qN). This result is established by Lemma A.8. In
particular, as a result of the definitions in Section A.4.2, the profile of strategies
((H1, P1), . . . , (HN , PN)) is a symmetric and competitive equilibrium if, and only
if, the profile of distribution functions (H1, . . . , HN) is a mixed-strategy Nash
equilibrium of the production game with multiple active players that is symmet-
ric among active players.8

8We note that, by Lemma A.9, for all n > 2 there exists a mixed-strategy Nash equilibrium
of the production game with multiple active players that is symmetric among active players
such that: for a set I ⊆ N with |I| = n, for all i ∈ I, we have

Hi : q 7→


(

c′(q)
V ′(q)

) 1
n−1

, if q ∈ [0, qM ],

1, if q > qM ,

Moreover, if we have a mixed-strategy Nash equilibrium of the production game with multiple
active players that is symmetric among active players, then there exists n > 2 such that: for a
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Remark A.1. The monopoly allocation arises as the unique outcome of the game
under pure strategies. First, we argue that firm i producing qM and all other
firms staying idle constitutes an equilibrium. Firm i is a monopolist when her
opponents are idle, so her best response is qM due to Proposition A.2. If firm
i produces qM , then firm j can invest in qualities beyond qM . Let’s verify that
becoming a monopolist for better qualities than qM is not a best response when
an opponent produces qM . If firm j acquires quality q > qM , her profits can be
expressed as

∫
[qM ,q]

V ′(q̃)− c′(q̃) dq̃ − c(qM). So, j is better off staying idle than
investing in quality q > qM .

Let’s verify that there are no competitive equilibria in pure strategies. Specif-
ically, we claim that, in all equilibria in pure strategies, one firm produces qM

and all other firms stay idle. First, in any equilibrium, the firm producing the
lower quality earns no revenues and can save on acquisition costs by becoming
idle. All firms staying idle does not occur in equilibrium as well, since any firm i

prefers to be a monopolist (this observation follows from Proposition A.2.) Thus,
the only pure-strategy equilibria are the monopoly ones.

B Supplementary material

B.1 Auxiliary results

Lemma B.1. Let (y, x) ∈ Q2, K : Q × Θ → R be continuously differentiable,
and K(·, θ) be concave for every θ ∈ Θ. Then, q ∈ Q solves

Q : max
q∈Q

∫
Θ

K(q(θ), θ) dF (θ) subject to: y ≤ q(θ) ≤ x for all θ ∈ Θ,

if and only if: there exists an allocation γ such that γ(θ) ∈ Argmaxq∈QK(q, θ)

almost everywhere and q(θ) = max{min{γ(θ), x}, y} for all θ.

Proof. Fix (y, x) ∈ Q2. We establish the “if” direction first.
Fix q′ ∈ Q such that y ≤ q′(θ) ≤ x for all θ, and γ ∈ Q with γ(θ) ∈

Argmaxq∈QK(q, θ) for a.e. θ. Define ∆ =
∫

Θ
K(q(θ), θ) −K(q′(θ), θ) dF (θ) for

set I ⊆ N with |I| = n, for all i ∈ I, we have

Hi : q 7→


(

c′(q)
V ′(q)

) 1
n−1

, if q ∈ [0, qM ],

1, if q > qM .
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q(θ) = max{min{γ(θ), x}, y}, and S = {θ ∈ Θ | q(θ) = x}, T = {θ ∈ Θ | q(θ) =

y}. We note that

∆ =

∫
T

K(y, θ)−K(q′(θ), θ) dF (θ) +

∫
Θ\(S∪T )

K(γ(θ), θ)−K(q′(θ), θ) dF (θ)

+

∫
S

K(x, θ)−K(q′(θ), θ) dF (θ).

By definition of γ, we have K(γ(θ), θ) − K(q′(θ), θ) ≥ 0 a.e. on Θ \ (S ∪ T ).
Additionally, we have K(x, θ) −K(q′(θ), θ) =

∫
[q′(θ),x]

K1(q̃, θ) dq̃, which is non-
negative a.e. on S by definition of γ and concavity of K(·, θ); similarly, we have
K(y, θ)−K(q′(θ), θ) = −

∫
[y,q′(θ)]

K1(q̃, θ) dq̃, which is nonnegative a.e. on T by
definition of γ and concavity of K(·, θ). Hence, we have ∆ ≥ 0, so q solves Q.

It remains to establish the “only if” direction. Fix a solution q∗ to Q, and
suppose that there exists (θ′, θ′′) ⊆ Θ such that: (for every γ ∈ Q with γ(θ) ∈
Argmaxq∈QK(q, θ) a.e., we have q′(θ) 6= q∗(θ) on (θ′, θ′′), for q′ : θ 7→ max{min{γ(θ), x}, y}).
Define S = {θ ∈ (θ′, θ′′) : q′(θ) = x}, T = {θ ∈ (θ′, θ′′) : q′(θ) = y}, and ∆ =∫

(θ′,θ′′)
K(q′(θ), θ)−K(q∗(θ), θ) dF (θ); it holds that

∆ =

∫
T

∫
[q∗(θ),y]

K1(q̃, θ) dq̃ dF (θ)+

∫
(θ′,θ′′)\(S∪T )

K(q′(θ), θ)−K(q∗(θ), θ) dF (θ)

+

∫
S

∫
[q∗(θ),x]

K1(q̃, θ) dq̃ dF (θ)

By definition of γ, we have K(q′(θ), θ)−K(q∗(θ), θ) ≥ 0 a.e. on (θ′, θ′′)\ (S∪T ),
Additionally, we have:

∫
[q∗(θ),x]

K1(q̃, θ) dq̃ ≥ 0 a.e. on S by definition of q′, γ,
and concavity of K(·, θ); similarly, we have:

∫
[q∗(θ),y]

K1(q̃, θ) dq̃ ≥ 0 a.e. on T

by definition of q′, γ, and concavity of K(·, θ). It follows that ∆ ≥ 0. To show
that ∆ > 0, we use the fact that q∗ differs from θ 7→ min{γ(θ), q} on (θ′, θ′′), for
every allocation γ with γ(θ) ∈ Argmaxq∈QK(q, θ) almost everywhere.

Lemma B.2. The allocation q∗ : θ 7→ min{β(θ), q} has the “pooling property”
(Toikka, 2011).

Proof. First, we note that G(F (θ), q) and H(F (θ), q) do not depend on q, so
we omit this argument (Remark B.1), and that J is “separable” (Toikka, 2011,
Definition 3.1). Fix q ∈ Q, (θ′, θ′′) ⊆ Θ, and suppose G(F (θ)) < H(F (θ)) for
all θ ∈ (θ′, θ′′). There are three cases. First, if θ′′ ≤ T−(q), then q∗ is constant
on (θ′, θ′′) by the pooling property of β (Toikka, 2011, Definition 3.5, Theorem
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3.7, Corollary 3.8). Second, if θ′ ≥ T−(q), then q∗(θ) = q for all θ ∈ (θ′, θ′′).
Lastly, we consider the case in which θ′ < T−(q) < θ′′. In this case, β(θ) < q

for θ ∈ (θ′, a′) and β(θ) ≥ q for θ ∈ (a′′, θ′′), for some (a′, a′′) ∈ (θ′, a′′)× (a′, θ′′),
which contradicts the pooling property of β. So, there exists no such interval,
and q∗ has the pooling property.

B.2 Non-regular distribution

In this section, we maintain the additional assumption that u(q, θ) = g(q) + θq,
for a strictly concave and increasing g : R → R, and note that a(q) = 0. We
consider the cumulative virtual value H(q, ·) : θ 7→

∫
[0,θ]

J(q, F−1(θ̃)) dθ̃ (in the
quantile space,) its lower convex envelope, convH(q, ·) : θ 7→ min{λH(q, θ1)+(1−
λ)H(q, θ2) | (θ1, θ2, λ) ∈ [0, 1]3 and λθ1 + (1− λ)θ2 = θ}, and the right derivative
of convH(q, ·), g(q, ·). The ironed virtual surplus maximizer is the largest selec-
tion from θ 7→ Argmaxq∈Q J(q, θ), in which J(q, θ) := J(0, θ) +

∫
[0,q]

g(q̃, F (θ)) dq̃;
we denote the ironed virtual surplus maximizer by β, and note that β is nonde-
creasing (Topkis, 1978; Toikka, 2011). We define the left-continuous inverse of
β by: T−(q) := inf{θ ∈ Θ | β(θ) ≥ q}.

Remark B.1. We note that J(q, θ) = g(q) + k(θ)q for some nondecreasing k.
So, J(·, θ) is strictly quasiconcave for almost every θ ∈ Θ because g is strictly
concave. The proof of Proposition B.1 uses the fact that Argmaxq∈Q J(q, θ) is a
singleton almost everywhere in the first claim. The remaining steps in the proof
hold essentially as stated for more general single-crossing and concave–in-quality
u.

Proposition B.1. Let qM be the unique element of Argmaxq∈Q V (q)− c(q). Un-
der the assumptions of this section, the allocation q is monopolist if and only if:
there exists a nondecreasing allocation γ such that γ(θ) = β(θ) almost everywhere
and q(θ) = min{γ(θ), qM} for all θ. Moreover, it holds that qM < q?.

Proof. The proof has three main steps. First, we characterize the solutions to
P(q) for all q ∈ Q by adapting the argument of Toikka (2011, proof of Theorem
3.7); second, we show that V is concave; third, we show that qM < q?. The
following preliminary observations hold by known arguments. The preliminary
observation in the proof of Lemma A.3 holds, and the allocation q is monopolist
iff: q solves P(qM) for a quality qM ∈ Argmaxq∈Q V (q) − c(q). Lastly, J(·, θ) is
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concave, continuously differentiable, and

V (q) = max
q∈Q

∫
Θ

J(q(θ), θ) dF (θ) subject to: q(θ) ≤ q for all θ ∈ Θ,

by Toikka (2011, respectively, by Lemma 4.10, Lemma 4.11, and Theorem 4.5.)
Claim: for fixed q ∈ Q, q solves P(q) iff q(θ) = min{γ(θ), qM} for all θ and

some nondecreasing γ ∈ Q with γ(θ) = β(θ) almost everywhere.
Fix q ∈ Q and an allocation q∗ such that q∗(θ) = min{γ(θ), q} for all θ and

some nondecreasing γ ∈ Q such that γ(θ) = β(θ) almost everywhere. First, we
establish that

∫
Θ
G(F (θ), q)−H(F (θ), q) dq∗(θ) = 0. By Remark B.1, the maxi-

mizers of J(·, θ) agree almost everywhere, so the statement holds by the “pooling
property” of θ 7→ min{β(θ), q} (Lemma B.2). By Lemma B.1 and the prelimi-
nary observations, q∗ maximizes

∫
Θ
J(q(θ), θ) dF (θ) subject to q(θ) ≤ q for all

θ ∈ Θ. Lastly, the objective in P(q) can be expressed as
∫

Θ
J(q(θ), θ) dF (θ) +∫

Θ
G(F (θ), q) − H(F (θ), q) dq(θ), by Toikka (2011, proof of Theorem 3.7,) so

we conclude that q∗ solves P(q). Hence, it follows that: if q ∈ Q is such that
q(θ) = min{γ(θ), q} for all θ and some nondecreasing γ ∈ Q with γ(θ) = β(θ)

almost everywhere, then q solves P(q).
For the other direction, suppose qM solves P(q) and that there does exist a

nondecreasing γ ∈ Q such that qM(θ) = min{γ(θ), q} for all θ ∈ Θ and γ(θ) =

β(θ) almost everywhere. We consider the following two cases. First, suppose
that qM maximizes

∫
Θ
J(q(θ), θ) dF (θ) subject to q(θ) ≤ q for all θ ∈ Θ; then

qM(θ) = min{β(θ), q} a.e. by Lemma B.1. Second, suppose that qM does not
maximize

∫
Θ
J(q(θ), θ) dF (θ) subject to q(θ) ≤ q for all θ ∈ Θ; then qM does

not solve P(q) by the properties of q∗ in the preceding paragraph. So, the claim
holds.

Claim: V is concave and its left-derivative at q ∈ (0, q] is
∫

[T−(q),1]
J1(q, θ) dF (θ).

As a first step, we establish that V is continuous. It holds that |J(q, θ)| ≤
max{max J(Q × Θ), |min J(Q × Θ)|}. Consider a sequence qn → q ∈ Q, for
qn ∈ Q, n ∈ N. By a dominated-convergence argument, limn→∞ V (qn) = V (q).
So, V is continuous.

Let q1 < q2, qi ∈ Q, i ∈ {1, 2}, and consider the difference quotient d :=
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V (q2)−V (q1)
q2−q1 . We have

d =
1

q2 − q1

∫
[T−(q1),T−(q2)]

J(β(θ), θ)− J(q1, θ) dF (θ)

+

∫
(T−(q2),1]

J(q2, θ)− J(q1, θ)

q2 − q1

dF (θ).

We construct a lower bound for d. In particular, because we have J(β(θ), θ) ≥
J(q1, θ) for all θ ∈ Θ, we obtain d ≥

∫
(T−(q2),1]

J(q2,θ)−J(q1,θ)
q2−q1 dF (θ). We construct

an upper bound for d. In particular, because we have J(β(θ), θ) ≥ J(q2, θ) for
all θ ∈ Θ, we obtain d ≤

∫
[T−(q1),1]

J(q2,θ)−J(q1,θ)
q2−q1 dF (θ). By left continuity of

T−, we have limq1→q−
V (q)−V (q1)

q−q1 =
∫

[T−(q),1]
J1(q, θ) dF (θ), implying that V is left

differentiable and the left derivative takes the stated form. By known results in
convex analysis (Hiriart-Urruty and Lemaréchal, 2001, Theorem 6.4), we obtain
concavity of V by continuity of V and the monotonicity of the left-derivative
(monotonicity follows from the same argument as concavity of V in the proof of
Proposition A.2.)

There exists a unique maximizer qM of q 7→ V (q) − c(q) by concavity of V ,
and q? >∈ (0, q) by the same argument as in Proposition A.1. To complete the
proof, we argue that qM < q?. We fix q ∈ (0, q) in what follows and define the
left-derivative of V at q as ∂−V (q). Because a(q) = 0 for all q ∈ Q, it suffices to
show that there exists s ∈ Θ such that ∂−V (q) =

∫
[s,1]

J1(q, θ) dF (θ); in fact, it
holds that u1(q, θ) − k′(q) − J1(q, θ) = 1−F (θ)

F ′(θ)
u12(q, θ). First, if T−(q) = 1, then

∂−V (q) = 0, so the claim holds. Second, if T−(q) = 0, then∫
[T−(q),1]

J1(q, θ) dF (θ) = convH(q, 1)− convH(q, 0) = H(q, 1)−H(q, 0).

in which the first equality holds by definition of J , the second holds because
H(q, ·) equals convH(q, ·) at the endpoints of [0, 1]. Hence, the claim holds.
Third, we claim that: if T−(q) ∈ (0, 1), then convH(q, T−(q)) = H(q, T−(q)).
First, suppose that T−(q) ∈ (0, 1) and convH(q, T−(q)) < H(q, T−(q)). Then,
by continuity of H(q, ·) and convH(q, ·), there exists an open interval I ⊆ Θ

such that H(q, θ) > convH(q, θ) for all θ ∈ I. Then, by the results in Toikka
(2011, Footnote 12), β is constant on I, which contradicts the definition of T−(q)

and the fact that T−(q) ∈ I. Hence, if T−(q) ∈ (0, 1), then convH(T−(q), q) =

H(T−(q), q). As a result,
∫

[T−(q),1]
J1(q, θ) dF (θ) = H(q, 1)−H(q, T−(q)), so, the

proof is complete.
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B.3 Additional results for Section 4.2

For the proofs of the following results, we defineW ? : q 7→
∫

Θ
u(q, θ)−k(q) dF (θ)−

c(q), θ0 =
∫

Θ
θ dF (θ), En refers to the distribution induced by the mixed strate-

gies defined in Proposition 6 for an equilibrium with n active firms, in which the
highest cap is denoted by x̂ and the second-highest one by ŷ.

Proposition B.2. The following welfare comparisons hold.

1. Welfare is decreasing in the intensity of competition among symmetric com-
petitive equilibria, that is,

En+1{W (q[x̂, ŷ])} ≤ En{W (q[x̂, ŷ])} for all n ≥ 2.

2. If the monopoly fully bunches, then monopoly dominates duopoly, that is,

if qM ≤ β(0), then W (qM) > E2{W (q[x̂, ŷ])};

instead, duopoly dominates monopoly if: costs are sufficiently close to fixed,
type θ is uniformly distributed, and full bunching does not occur, that is,

if c =
(q
a

)α
and a > β(0), then lim

α→∞
W (qM) < lim

α→∞
E2{W (q[x̂, ŷ])}.

The result is a consequence of the following ones.

Proposition B.3. For all n ≥ 2, we have En+1{W (q[x̂, ŷ])} ≤ En{W (q[x̂, ŷ])}.

Proof. Step 1: preliminary observations about information rents and order statis-
tics. Fix a competitive n equilibrium that is symmetric. Every firm makes zero
profits. The utility of type θ at the pricing stage is

R(x, y, θ) =

∫
[0,θ]

max{min{β(θ̃), x}, y} dθ̃,

given the realizations of x and y of, resp., the first- and second-order statistics
from n i.i.d. draws distributed according to the distribution function G (Propo-
sition 6). Note that R(x, y, θ) is nondecreasing in x and y, and is increasing in x
if θ ∈ (b(x), 1] and increasing in y if θ ∈ [0, b(y)).

The conditional distribution of the second-order statistic ŷ given that the
first-order statistic’s realization is x is given by G(y | x) := (G(y)/G(x))n−1, y ∈
Q. So, by Proposition 6, the conditional distribution is given by G(y | x) =
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(c′(y)/V ′(y))/(c′(x)/V ′(x)) and is constant in n. The conditional distribution
given by G(y | x) is also increasing in the FOSD order as x increases. Specifically,
it holds that G(y | x) ≤ G(y | x′) for all y, x, x′ ∈ Q with x ≥ x′, and with strict
inequality if, in addition, we consider the interior of the relevant supports; i.e.,
for all y, x, x′ ∈ (0, qM) with x < x′ (Proposition 6).

The distribution of the first-order statistic x̂, instead, is given by (G(x))n. So,
by Proposition 6, the distribution of x̂ is nonincreasing in the FOSD order as n
increases. Specifically, it holds that (G(x))n = (c′(x)/V ′(x))n/(n−1), and so

(c′(x)/V ′(x))
n
n−1 ≤ (c′(x)/V ′(x))

n+1
n .

for all x ∈ Q and n ≥ 2, with strict inequality if x ∈ (0, qM).
Step 2: The conditional expectation of welfare given x is monotone in x and

constant in n. By the conclusion of Step 1, and first-order–dominance (FOSD)
order the conditional expectation of information rents given x̂ = x is constant in
n and nondecreasing in x. Specifically, the conditional expectation of information
rents given x̂ = x is

R(x) :=

∫
[0,qM ]

R(x, y, θ) d(G(y)/G(x))n−1,

and R(x) is constant in n and nondecreasing in x. Moreover, R(x) > R(x′) if
0 < b(ŷ) < b(x′) and b(x) < 1 with positive probability—as induced by the
distribution given by the distribution function y 7→ (G(y)/G(x))n−1 for ŷ given
x̂ = x.

Step 3: The expected welfare is monotone in n. By the above observations
(Step 1) and known results about FOSD , the expected information rents are
nonincreasing in n. Specifically, define

Rn :=

∫
[0,qM ]

R(x) d(G(x))n,

and observe that Rn = En{W (q[x̂, ŷ])}; we have that Rn ≥ Rn+1 for all n ≥ 2.
Moreover, monotonicity is strict if 0 < b(ŷ) < b(x′) and b(x) < 1 with positive
probability given n and n+ 1.

Proposition B.4. If qM ≤ β(0), then W (qM) > E2{W (q[x̂, ŷ])}.

Proof. Note that: the utility from a free good of quality y to type 0 is g(y), and
the marginal revenue under full bunching is given by g′.
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Step 1: Welfare under full bunching and monopoly. Under full bunching at qM ,
welfare is given by W ?(qM), that is W ?(qM) =

∫
[0,qM ]

w?(q) dq, using w?(q) :=

g′(q) + θ0 − c′(q).
Step 2: Welfare under full bunching and competition. Fix a competitive and

symmetric n equilibrium and suppose β(0) ≥ x. In this case, using full bunching,
we obtain V ′(q) = g′(q) for all q ∈ (0, qM ]. Welfare conditional on x and y is
R(x, y, θ) = g(x) + θx− (g(x)− g(y)). So, the conditional expectation of welfare
given x, R(x) :=

∫
[0,qM ]

R(x, y, θ) d(G(y)/G(x))n−1, is

R(x) =

∫
[0,qM ]

g(y) d
(
(G(y)/G(x))n−1)+ xθ0.

Using the formula for G in Proposition 6 and integration by parts, we express
expected welfare under full bunching and competition as

Rn :=

∫
[0,qM ]

R(x) d(G(x))n,

=

∫
[0,qM ]

g(x)− c(x)
g′(x)

c′(x)
+ xθ0 d(c′(x)/V ′(x))n/(n−1).

Step 3: Welfare under full bunching and duopoly.We express expected welfare
under full bunching and a 2 equilibrium that is competitive and symmetric as

R2 = g(qM)− c(qM)
g′(qM)

c′(qM)
+ θ0q

M−∫
[0,qM ]

[
∂

∂x

(
g(x)− c(x)

g′(x)

c′(x)

)
+ θ0

]
(c′(x)/V ′(x))2 dx,

using integration by parts. Using V ′(x) = g′(x) and c′(qM )
g′(qM )

= 1, we have

W ?(qM)−R2 =

∫
[0,qM ]

[
∂

∂x

(
g(x)− c(x)

g′(x)

c′(x)

)
+ θ0

]
(c′(x)/V ′(x))2 dx.

The claim holds because θ0 > 0 and ∂
∂x

(
g(x)− c(x)g

′(x)
c′(x)

)
= −c(x)g

′′(x)c′(x)−g′(x)c′′(x)
(c′(x))2

≥
0.

Proposition B.5. Assume that preferences are linear, c(q) = (q/a)α, for α >

1, a > 0, and that θ is uniformly distributed. Then, it holds that: E2{W (q[x̂, ŷ])}−
W (qM)→ 1

8
a as α→∞.

Proof. We establish the result using the following claims.
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(0) The following equality holds:

E2{W (q[x̂, ŷ])} −W (qM) = E2

{
1

8
(x+ y − qM) +

1

4
y

}
− 1

4

∫
Q

q dH(q),

defining H : Q 7→ R : q 7→ min
{
c′(q)
V ′(q)

, 1
}
. To see that the equality holds: con-

sumer surplus of a monopolist is

UM :=

∫
Θ

qM(θ − ϕ−1(0))+ dF (θ) = qM/8;

the consumer surplus in oligopoly is UO(x, y) = y
∫

[0,ϕ−1(0)]
θ dF (θ)+

∫
(ϕ−1(0),1]

xθ−
(x− y)ϕ−1(0) dF (θ), so that

UO(x, y) = y/8 + x3/8− (x− y)/4 = x/8 + 3y/8;

hence, the change in consumer surplus is UO(x, y)− UM = 1
8
(x + y − qM) + 1

4
y;

the monopoly profits are ΠM = (1− ϕ−1(0))ϕ−1(0)qM − c(qM), so that:

ΠM =
1

4
qM − c(qM)

=
1

4

∫
[0,qM ]

1−H(q) dq

=
1

4

∫
Q

q dH(q).

(1) qM → a as α → ∞. By direct calculation: qM =
(
aα

4α

) 1
α−1 . The result

follows because log(4α)
1

α−1 → 0 as α→∞.
(2) The r.v. ŷ | x̂ = x tends to x weakly as α → ∞. Define the r.v. Yx

on Q with the conditional distribution of ŷ given that x̂ = x, for x ∈ Q. The

result follows because the distribution function of Yx is q 7→
(

min
{
c′(q)
c′(x)

, 1
})α−1

.
Specifically, it holds that Yx approaches the constant x in probability as α→∞,
for all x ∈ Q.

(3) The r.v. Z with distribution function H tends to a weakly as α → ∞.
Define the r.v. Z on Q with the distribution function H. The result follows
because, by direct calculation, H : q 7→ α

a

(
min

{
q
a
, 1
})α−1.

(4) The r.v. x̂ tends to a weakly as α→∞. Define the r.v.X with distribution
function q 7→ (H(q))2. The result follows from part (3).

By properties of weak convergence, and the fact that the support of the rele-
vant random variables are contained in Q, the result follows.
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B.4 On the expression for marginal revenues

In this section, we provide more details for the argument that b(q) is the type θ
that maximizes the marginal-revenue expression (1 − F (θ))(g′(q) + θ); most of
these details appear, e.g., in Wilson (1993).

A different way to formalize the monopolist problem is as a choice of a tariff,
i.e., a function T : Q→ R. The monopolist solves the problem P ′

sup
q, T

∫
Θ

T (q(θ)) dF (θ)− c(sup q) subject to:

for all (θ, q) ∈ Θ×Q, u(q(θ), θ)− T (q(θ)) ≥ u(q, θ)− T (q),

u(q(θ), θ)− T (q(θ)) ≥ 0.

This problem is equivalent to the original monopolist problem PM (Guesnerie and
Laffont, 1984). The unique solution (qM , tM) to PM , characterized in Proposition
A.2, can be implemented by a tariff TM such that T (q) = tM(b(q)) if q ∈ q(Θ).
Additionally, if the hazard rate of F is increasing, then TM is concave. In what
follows, we consider P ′ under the restriction that: T is concave, and, for all θ,
u(q, θ) − T (q) is convex as a function of q in a neighborhood of qM(θ). This
condition holds if T = TM , so is without loss in our setup, and is common for
this direct approach to screening, see Section 8.1 in Wilson (1993) for sufficient
conditions in terms of the primitives.

After a change of variables, the revenues are
∫

[0,sup q(Θ)]
T (q) dH(q), letting

H(q) := F (∂+T (q) − g′(q)), for the right-derivative ∂+T of T . Integrating by
parts, we obtain

∫
[0,sup q(Θ)]

T ′(q)(1 − H(q)) dq (Machina, 1982, Lemma 2, for
which we use concavity of T .) Hence, we find the optimal tariff T by setting
its derivative T ′ to solve the revenue maximization “pointwise,” up to a term
that is invariant in quality. The optimal price schedule T ′ satisfies T ′(q) ∈
Argmaxp∈R+

p(1 − F (p − g′(q))); intuitively, any marginal quality increment is
priced as if it constitutes an individual market.

From the solution to the problem P(q) and the fact that the optimal T has
T (q) = tM(b(q)), we know that T ′(q) is equal to g′(q) + b(q). Moreover, if y∗ =

p∗ − g′(q), then p∗ maximizes p 7→ p(1 − F (p − g′(q))) iff y∗ maximizes y 7→
(y + g′(q))(1 − F (y)). So, the reason why b(q) maximizes the marginal-revenue
expression (g′(q) + θ)(1−F (θ)) by choice of type θ is the fact that the marginal
utility of type b(q) is the optimal price of a marginal quality increment from q.

Remark B.2. The formula for V ′ and the property of b described in the main text
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can be extended. Define s(p, q) = inf{θ ∈ Θ | u1(q, θ) ≥ p} and let (q∗, t∗) solve
the monopolist problem P(q). It holds that

1. V ′(q) = u1(q, b(q))(1− F (b(q)));

2. u1(q, b(q)) ∈ Argmaxp∈R+
p(1− F (s(p, q))).

First, by Proposition A.2 and the envelope theorem, we have that t∗(b(q)) =

u(q, b(q)) −
∫

[0,b(q)]
u2(q∗(θ̃), θ̃) dθ̃ (Milgrom and Segal, 2002). Hence, by contin-

uous differentiability of b on (β(0),∞), we have (t∗ ◦ b)′(q) = u1(q, b(q)) for all
q > β(0). Therefore, by the expression for V derived in the preceding paragraph,
we have V ′(q) = (1− F (b(q)))u1(q, b(q)).
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